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Abstract

This paper presents a novel system architecture applicable to
high-performance and flexible transport data processing which
incudes conplex protocol operation and a network control
algorithm. Wedeveloped a new tightly coupled Field Programmable
Gate Array (FPGA) and Micro-Processing Unit (MPU) system
naned Yet Another Re-Definable System (YARDS). It conprises
three progranmable devices which equate to high flexibility. These
devices arethe RISC-type MP U with menories, progranmable inter-
connection devices, and FP GAs. Using these, this systemsupports
varnous styles ofcoupling between the FP GAs and the MPU which
aresuitable forconstructing transport data processing.In this paper,
two applications ofthe systemin the teleconmunications field are
given. One is an Operation, Adninistration, and Managenent
(OAM) cell operations on an Asynchronous Transfor Mode (ATM)
network. Theother is a dynamicreconfiguration protocol enables the
update or change ofthe functions ofthe transport data processing
systemon-ine. This is thefirst approach applying the FP GA/MPU
hybrid systemto theteleconmunications field.

1  Introduction

Conventional implementations ofteleconmunication systems are
achieved through fixed hardware since importance was placed on
high-speed transport data processing rather than flexibility.
However, today's enthusiasm for the inter-networking trend is
forcing network systems to support a wide varety ofconmunication
protocols, even those are not yet fully developed. Thus, not only
high-performance but also high-flexibility will be indispensable for
futurenetwork systems [1]

The Asynchronous Transfer Mode (ATM) technique is oneofthe
solutions to this problem It is suitable for multimedia data
conmmunication because it has the capability to handle several data
bandwidths equally and flexibly. In addition, its hardware
implementation is so sinple that it is easy to construct high-
throughput network systems [2] However, these advantages are
efEctive only when conplete network systems and protocols are
designed inthe' wolld ofATM '. For example, effcient hamonizing
ofATM protocols and universal conputer network protocols such
as TCP/IP,which isin strong denand forrecent inter-networking, is
ahard task becausethe former is hardware oriented and the latter is
based onsofware technology. The main problemis how to close the
gap between them.

Momrover, when providing high quality multimedia
teleconmunication services, it is indispensable to achieve a high-
perfornanceand flexible network control and managenent [3] Up to
now, there has been no other choice but to construct these as
sofware because they are conplex and require frequent updating.
Recently, however, it is considered that sone part ofthe operation
should beimplemented as a hardware for achieving high speed data
manipulation. Thus, in the future, lower layer telecommunication
protocols will requiremore flexible implementation and higher ones
will be forced to achieve higher perfornance. Therefore, an eficient
fusion technique for hadware and sofware is becoming

indispensable forbuilding thenext generation network systems.

In such a situation, we considered that a Field Programmable
Gate Array (FPGA) is the key device of future teleconmunication
systems and have developed an original FPGA especially designed
forhigh-speed telecommunication data processing [4]5].Using this
device,wealso constructed a reconfgurable signal<transpott system
dedicated to real-time emulation oftransport processing circuits [6].
This system is useful in implementing lower-layer transport
operations. However, more higherlayer protocols and network
managenent applications mentioned above incude excessively
conplexlogic operations which arenot suitable for FP GAs. Micro-
Processing Units (MPUs) and program logic implemented as
sofware areindispensable to them.

On the other hand, there are reports on sone hybrid systems
which consistoftightly coupled FP GAs and MP Us [7][8]. In these
systems, both FPGAs and MPUs cooperate with each other to
execute operations. Generally, however, it is dificult to find an
actual target application that maximizes the perfornance of the
system. Because it is dificult to divide a given problem into two
implementation styles: hardware and sofware. From our experience,
we discovered an efBctive application for the systemin the field of
telecommunications. In a transport processing system, the lower
layer protocols are suitable for hardware implementation and it is
preferableto describe the higher layer protocols as sofware. It also
requires a high-throughput to operate real-time data transmission
and flexibility to support various protocols.

Thus, wedeveloped a novel architecture fora systemconprising
tightly coupled FP GAs and MP Us. This architecture is suitable for
implementing flexible and real-time transport data processing
operations which arethemain part ofteleconmunication systems.

This paper presents the new architecture of the hybrid system
and its advantages. General ideas forachieving effcient coupling of
sofware (MPU) and hardware (FPGA)arealso mentioned.

Morreover, applications of the hybrid system in the
telecommunications field and actual implementation for a fow
instances are shown. This is the first approach to applying the
FP GA/MPU hybrid systemto theteleconmunications field.

2  Related Work

Sone other systems which conprise an MPU and FP GAs have
been proposed [7][8]. In those hybrid systems, sone particular
operations suitable to hardware implementation are perforned by
specially designed logic circuits onthe FP GAs andthe MP U wotks
in conjunction with them. They conmunicate each other using
MPU's local bus. Thus, the FP GAs are treated as coprocessors or
special peripheral devices of the MPU. Morover, specially
designed FPGAs dedicated to co-working with the MPU were
developed [9].

Most of the target applications for these systems involve
nunerical calculation or digital signal processing such as video-
CODEC.However, it seems dificult to find an efBctive application
which denves the maximumperfornance fromthesystem. One reason
forthis problemis that it is dificult to divide the target application
into hardware and sofware. Moreover, data transmission between



the MPU and FPGA becomes a bottleneck which prevents the
system from attaining a high throughput. Thus using only a local
bus-style connection, the bus congestion and overhead ofthe bus
arbitration protoool reducethemerits ofthesystem

3  YARDS Architecture

3.1Overview

We developed a new system architecture conprising tightly
coupled FPGAs and an MPU naned YARDS (Yet Another Re-
Defnable System). Figure 1 shows thebasic architecture of Y ARDS.
Themain parts arean MP U, an FP GA array, progranmable switching
devices, and 2-port SRAMs.Figure2 shows the systemoverview of
Y ARDS. It conprises three cards: themain card, the MPU card, and
the FP GA card. The main card contains devices for interconnecting
the FPGA part and the MPU patt ofthe system. The MPU card
contains a RISC MPU with a BIOS-ROM. The FP GA card features a
multiple FP GA array mounted on it. The MP U card and the FP GA
card aredesigned as separated modules.

YARDS also has two external interfaces: VME-Bus I/F and
directI/O channel derived fromthe FP GA card. Using the VME-Bus,
this system can be conmunicate with other YARDS or host
conputer systems. We utilize it for controlling and monitoring the
system. The direct I/O channel enables a direct exchange ofsignals
between other devices and the FP GA card.

Thefront view ofY ARDS isshown in Figure 3 and the back is
shown in Figure4.

3.2YARDS Main Card

Themain card contains interconnection elements for the FP GAs

and theMPU. It conprises field progranmable switching devices (I-
Cube) that support varous types of connections among its pins
such asa one-directional or a bus. The local-bus signals and a fow
interrupt pins ofthe MPU and most I/O pins ofthe FPGAs are
connected directly tothese switching devices.
The 2-port SRAMs on the main card have varous uses. These are
connected directly to the switching devices. Configuring the
connection pattern oftheswitches, those SRAMs arcused as shared
menories or bufers among the FP GAs and the MPU. Thus, using
these programmable switching devices and 2-port SRAMs, various
connection styles between the FPGAs and the MPU can be
established.

The progranming and control logic of the system are
implemented on themain card. Those circuits are implemented using
an FP GA, thus thesystemcan support various types of FPGAs and
MP Us by reprogramming the FPGA.

Y ARDS has three clock generators except for the MPU's base
clock (20 MHz). Oneofthese provides a fixed clock speed 0of1944
MHz. This is the base clock fora typical telecommunication circuit
which handles a 155-MHz Synchronous Digital Hierarchy (SDH)
interface. Others are progranmable clock generators.

3.3FPGA Card and MPU Card

We wanted to try varous types of FPGA or MPU devices
because YARDS is an experinental system. Thus the FP GA part and
the MP U part ofthesystemare designed as separate daughter cards.
They canbereplaced with the cards that contain other devices. As
for the MPU part, we have only a few choices owing to the
constraint ofthelocal bus conpatibility. However, as for the FP GA
patt, there are many candidates. Actually, we have developed two
types ofFP GA cards which consist ofdiferent FPGA devices. We
adopted XilinxLCA (XC4010) and ALTERA MAX (MAX-9000)
respectively. Figure5 shows a block diagramofthe LCA array card.
It consists offour devices which areconnected directly to each other
onthecard as shown in Figure5.Their link topology on the cadd is
a cascade. However, most ofthe I/O pins ofthe FPGAs can be
connected to theprogranmable switching devices on the main card
and sone ofthemare connected to external I/O connectors. Using the

switches, thetopology ofthe links among the FPGAs can vary as
shown in Figure 6. The MAX-9000 array card also has an
architecture such as that shown in Figure 7. Futhemore, we are
planning to developa new type of FPGA card which contains our
original FP GA device[4] using a new conpact package version of
it.

Generally, diferent kinds of FPGAs require diferent
configuration methods. Therefore, the configuration and logic
control ofan FP GA must bechanged for each device. This diference
in the logic configuration can be absorbed by the progranming
control FPGA (LCA XC4005)mounted onthe main card. All ofthe
pins forconfiguration and control ofthe FP GAs on the FPGA cadd
areconnected to this programming control FP GA via the switches.
By reprogramming a suitable configuration logic circuit on the
programming control FP GA, we can program and control diferent
types ofFP GAs onthe FPGA card.

Figure8 shows a block diagramofthe MP U card. We adopted a
32bit RISC microprocessor (Hyperstone E-1) which has a sinple
architecture and is easy to use. The MPU card conprises the MPU
and a BIOS-ROM. Allofthelocal bussignal lines are connected to
themain card bus viathe connectors. This RISC microprocessor has
five diferent interrupt signals. A few interrupt signal pins are
connected to the FPGA cand directly, the rest of the pins are
connected to switching devices on themain card viatheconnectors.

3.4Configuration

YARDS has great flexibility because alnost all ofits parts are
progranmable. Its programming procedure is considered conplexand
dificult. Therefore, an auto configuration procedure of YARDS is
pre-implemented in the BIOS-ROM. A fler the MP U is booted up,the
initial setup procedures are automatically perforned. In the
procedure,theswitching devices and the FP GAs areconfigured first.
Because they have physical level flexibility and may destroy the
systemby an error.

For run-tine programming of YARDS, sone useful library
functions written in C language are provided for users. They can
easily programand control the FPGA card and switching devices
using this library.

4  Advantages

4.1Flexible Interconnection between MPU and FPGA

Most conventional hybrid systems that conprise MPU and
FPGAs employ a bus architecture [8]. They treat the FP GAs asa co-
processors or /O devices as shown in Figure 9. This
interconnection style couples these devices tightly. However, there
are sone problens that prevent hamonious cooperation between
them

Forexample, imnediate conmunication from FP GAs to an MPU
is dificult to implement using this interconnection style. In
addition, a local bus congestion problem caused by the
communication between an MPU and FPGAs is considered.
Therefore, using only the bus architecture, the applications of the
systemwill berestricted.

Y ARDS supports three diferent styles of connection between
FPGAs and MPU: a bus, a direct interrupt, and a 2-port SRAM
channel. These comnection styles can be established using
programmable switching devices and are configured easily.

The bus style is the sane as the conventional one. The direct
interrupt links connect the FPGA and the interrupt signal pins of
theMP U asshown in Figure 10. This connection style enables the
FPGA to interrupt and control the behavior of the MPU. In a
conventional FP GA/MPU hybrid system, the main device is an
MPU. That is,themain instructions areimplemented as sofware and
executed by the MPU, and the FPGAs are considered as sub-
devices. However, by using these direct interrupt links, the FP GA
part isable to performa leadingrole in the system. In such a system,
themain instructions areimplemented as a logic circuit on FPGAs,



and the MP U perforns a supportingrole. The MP U is always ready
foran interrupt signal fromthe FP GAs. When the interrupt signal is
sent, a coresponding subroutine is invoked by the MPU. This
connection style aids in implementing sone transport data
processing protocols which have data-driven operations such as a
frame synchronizer and transmission error handling.

4.22-Port SRAM Channel

Considering our main target applications, the transport data
processing operations, it is expected that the data conmunication
between the MPU and the FPGAs occurs very frequently and
asynchronously.Insuch a case, cooperation between the MPU and
FP GAs will cause local bus congestion and degradetheperfornance
ofboth. Using only thebusarchitecture, an implementation style of
ourtarget systemshould be simlar to Figure 11. The transport data
streamis input into the FPGA directly. The FPGA executes sone
low layer protocol operations and transfers the results to the main
menory. Then the MP U accesses and reads the results from menory
while executing sone high layer protocol operations. When those
operations arefinished, the FP GA accesses the main menory,derives
the processed data from it and reshapes the data as the output
transport data stream. In general, a local bus of MPU is usually
occupied by data transmission among the menories, the peripheral
devices and the MPU itself Therefore, these repetitive data
transformations among the MPU, the FPGAs, and the menories
shouldblock thelocal bus.

Moreover, if bus connections are used, both the MPU and
FP GAs must be synchronized with local bus timing and yield to
arbitration protocols. ForFP GA inpatticular, a bus interface circuit
should be incorporated into it, however it would occupy a
considerable area inthedevice.

The 2-port SRAM channel is one of the renarkable features of
YARDS. As shown in Figure 10, the 2-port SRAMs on the main
card can be configured as channel devices between FP GAs and the
MPU. They perform asynchronous data transformation. This
mechanism aids in implementing applications that should work at
two or more diferent base clock speeds. Morover, using this
communication style, the MPU and the FPGAs can devote
themselves to their respectivetasks without infuencing each other.
For example, multi-layer protocol operation which includes both
lower and higherlayer protocol operations is one good application
for this connection style. In such an operation, each protocol
operation is executed in sequence for the sane datagram. The
overhead ofa data copy operation from one menory to anotheris a
considerable problem Using this type ofconnection, the overhead
can becanceled becauseeach device can share the sane data in a 2-
port SRAM and accessitindependently.

In addition, the2-port SRAM devices on the main card are used
not only for channel elements between FPGAs and the MPU but
also for a nomal menory device, an FIFO, or a STACK. Using
switching devices, various kinds ofstoragecan bebuilt as shown in
Figure 12.Furthemore, when the MP U accesses the SRAM through
the FP GAs,theconbination ofthese devicesis considered as a kind
offunctional menory.Inthis case, the FP GA canbeconfigured as pre
or post data access processing. For example, implementing a hash
function into the FP GA isuseful fora table lookup operation.

4.3 General Suggestion

In general, for the MPU/FPGA hybrid system, fiequent data
exchange betweenthe MP U and the FPGA (such as that shown in
Figure 11) is counterproductive towards achieving maximum
performance. This is because there are fow applications which
overcone thedata transmission overhead.

Most MPUs do not have direct I/O ports which handle
continuous data streams. This isa weak point ofthe device when it
is applied to teleconmunication data processing systems. On the
other hand, FP GAs have many direct /O potts and are suited to

handle real-time operations for continuous data streams. Therefore,
we employ FPGAs as an I/O pre or post processing element for
continuous streams and link the MPU and the FP GAs with shared
menory which can access each other independently. Consequently,
frequent and asynchronous data transfer between these devices can
beachieved with littleoverhead.

This style of implementation should be useful not only for
telecom applications but also for real-time and continuous data
operations.

5 Applications

5.1 Advantages in Telecommunications Field

Wehave developed several types oftelecommunication systems
using FP GAs [6] Fromourexperience,wediscovered that a hybrid
system conprising MPUs and FPGAs is useful in the
teleconmunications field.

Most oftheteleconmunications protocols can be easily divided
into hardware and sofware implementations. Asis generally known,
telecommunications protocols formlayers. Thelower layer protocols
which require real-time high-throughput data operations are
implemented as dedicated hardware such as ASICs . On the other
hand, the higher layer protocols and network managenent
operations which include conplex procedures are implemented as
sofware and are executed by the MPU. Originally they were
conprised ofhardware parts and sofware paits. Thus, it is easy to
find thesplitting point.

5.2 ATM Network Termination Card

Wealso developed an ATM Network Temmination (ANT) card as
a network interface device for YARDS. Using ANT card, YARDS
can be applied to several protocols and network managenent
operationsin ATM easily.Figure 13 shows an overview ofthe card.
Itisdesigned asa standard VME-Bus card and consists ofthe host
processor card and ATM network interface card. The host processor
card is a oneboard type conputer which contains a RISC
microprocessorand its basic peripheral devices. The ATM network
interface card is designed as a daughter card for the host processor
card and conprises a 155-MHzoptical interface, ATM physical layer
device, and an ATM Segmentation And Re-assembly (SAR) layer
device. The function ofthe card is the sane as commercial ATM
network interfice cards for pesonal conputers or workstations
except that it can directly input and output ATM cells.

5.3 Application Examples

Weselected OAM processing inthe ATM network as one ofthe
eftctive applications for YARDS becausesone ofthe operations are
not conpletely standardized and require sone degree of flexibility
[10][11]. Moreover, improvement in the processing perfornance is
most efBctive forachieving high quality telecommunication services
[12].

The OAM processing controls and manages the status of the
network. Figure 14 shows a typical model ofthe operations. In an
ATM network, two types of ATM cells are used for data
communication. One is a user cell which contains user data for
teleconmunication services. The other is an OAM cell which
conveys control and managenent data for network nodes. Canonical
OAMprocedures arepickingup OAMcells fromthedata streamand
executing comesponding operations indicated in the cell. These
basic operations are: DISCARD (take and ignore the OAM cell),
DROP (take the OAM cell and invoke sone operations instructed
by the cell), MONITOR (observe the OAM cell, invoke sone
operations instructed by the cell) and THROUG H (the node does
notexecuteany operation by thecell, only forwards thecell to other
nodes).

Figure 15 shows the conventional implementation style of the
OAMprocessing on a network node [13]. Thepresentnetwork node
consists ofa transport processing unit (hardware part) and a woik



station. Thetransport processing unit handles the main data stream
and perforns most low layer protocol operations. The work station
mainly executes the control algorithm. These two modules are
connected to a LAN such as Ethernet. When OAM cells are
teminated and extracted by the transport processing unit, they are
sent to the work station using Ethernet. The tum around tine can
exceed 100 to 500 ms. This overhead causes a significant delay in
services. Forexample, path restoration ata network accident can take
a fow minutes in such a condition [13]. Acocording to previous
research, restoration should take 2 seconds at most to minimize the
danmgeto multimediadata communication using real-time video or
voice [12]. Thus, the bottleneck ofthe present systemis the loose
coupling between hardware and sofware part ofthesystem.

Figure 16 shows the function block diagram ofthe OAM cell
processing.It conprises three paits. Thefirst is cell operation part-1,
which treats the main data stream and perforns transport data
processing such as ATM cell temination and generation. The
seoond is cell operation part-2, which treats only OAM cells
extracted from the main data stream. This part examines the message
type included in the OAM cell and determines the approprate
action foritself)i.e, discard, drop, monitor, orthrough. CRC-10 error
detection is also perforned inthis part. Thelast isthealgorithmpart,
which is implemented as a sofware programin a work station. Its
main tasks areaccessing thedatabase ofthenetwork and determining
the actual control method. This implementation is reasonable but
there isa considerable gap between sofware and hardware and the
communication delay between them is large in conventional
systems. Consequently, we cannot achieve a quick response for
controlling thenetwork.

The OAM cell processing with our systemis shown in Figure
17.Cell operation part-1isimplemented using ANT. Cell operation
patt-2 is implemented with an FP GA card on YARDS. Furthemore,
ahigh level ofperformanceis needed inthis part. The algorithm part
isimplemented as sofware running on the MP U.

The proposed system architecture bridges the gap between
hardware and sofware. The remarkable diference from the old
architecture is the data sharing mechanism using the 2-port SRAM
channel. As shown in Figure 17, the FPGAs write the data ofthe
OAMcells into thedual-port SRAM data channel. At this tine, the
data needed fornetwork control, which is encapsulated in the OAM
cells, are arranged and transformed to pemit easy MP U access. For
each data block,thetiming and inbrmation type are added as a tag.
Thus thesofware running onthe MP U can distinguish the data and
invoke the network control algorithm imnediately. The generation
ofthedata structure by the FPGAs is the key point ofthe sofware-
hardware bridging. Thetransformed data structure comresponds to the
data type as directly defned by C language. From the sofware
programmer's viewpoint, this inbrmation looks similar to a sinple
variable. Furthemore, FPGAs and the MPU can asynchronously
access the SRAM any tine and menory access tine is quite fast, thus
conmunication overhead is negligible. This process cycle requires
only the execution tine ofthe algorithm and so we can expect to
achieveresponse within several hundreds ofmicroseconds.

In addition, using run-tine progranmability of the system, we
implemented a dynamic reconfiguration protocol which updates or
changes the function of the system itself The procedure of the
protocol isshown in Figure 18. This protocol perforns as a client-
servermodel. In Figure 18, there are programdistribution servers (P-
Servers) and programmmble clients (P-Clients). Based on the
protocol, they exchange several requests and acknowledgnents
encapsulated in the OAM cells. During those handshake periods,
theP-Client and the P-Server confirmtheir statuses with each other.
Then, theconfiguration data, i.e. programis segmented, encapsulated
in OAM cells, and sent from the P-Server to the P-Client. The P-
Client re-assembles and restores the data. Affer the closing
handshake to confirmthat the data transformation has successfully

terminated, the P-Client reconfgures its own function with thedata.
These series ofprocedures can beperforned withoutany interruption
of the main transport processing task. This is because alnost all
transport data processing systems are constructed as "duplex
systems" for reliability. Therefore, while one part of the system
perforns, theother part can be configured concurrently as shown in
Figure 19. Using this configuration and protocol, renote
maintenance and upgrade for already installed systems which are
renotely located from the operation center can be perforned.
Moreover, dynamic and adaptive protocol reconfiguration can be
achieved on the system as well as effctive data transportation,
acoording tothe circumstances. We have implemented this dynamic
reconfiguration protocol on YARDS and verfied that the
configuration process is conpleted.

6 Conclusion

We developed a novel architecture for a high-performance and
flexible transport data processing system. It conprises tightly
coupled FPGAs and an MPU. This system also has programmable
switching devices and 2-prot SRAMs. It supports varous types of
connection styles between FP GAs and the MPU. We implemented
practical applications forOAMprocessing in an ATM network and
examined its behavior and perfornance. This type ofsystemproved to
be useful for implementing transport data processing operations
which require both high-throughput and conplex algorithms. It is
expected to become a key architecture in the telecommunications
systems ofthe future.
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