Maximizing the Weighted Switching Activity in Combinational CMOS Circuits under the Variable Delay Model.
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Abstract
A methodology to find the couple of vectors maximizing the weighted switching activity in combinational CMOS circuits under variable delay model is presented. The weighted switching activity maximization problem is shown to be equivalent to a fault testing problem on a transformed circuit. A maximum weighted switching activity is achieved by test vectors covering a selected set of faults of the transformed circuit. Automatic Test and Pattern Generation tools are used to find the maximizing pair of vectors. The validity of the proposal is demonstrated on the ISCAS-85 benchmark circuits and the results show that the simulation time is reduced by an order of magnitude and the estimation of the maximum weighted switching activity is improved in comparison with pseudo-random sample simulation.

1 Introduction
Large peak power consumption has been associated to reliability problems in the CMOS VLSI circuits [1]. Electromigration, hot-carrier degradation and oxide breakdown problems may be caused by high maximum power consumption and are well-known sources of failure in high performance circuits [2]. To avoid some of these failures, the sizing of the power and ground busses needs the worst-case maximum power consumption in order to properly size them [2].

The exact solution to this power maximization problem is NP-complete [3] [4] and, in consequence, heuristic methods based on different strategies have been proposed to compute maximum consumption bounds, such as Monte-Carlo simulation, Boolean Function Manipulation, Propagation of Uncertainty Waveforms and Automatic Test and Pattern Generation algorithms.

Monte-Carlo simulations [5] [6] [7] are used at times like tools to bound the power consumption and frequently provide a reference to compare with which alternative methods [8]. The extensive use of CPU time is the main limitation of these methods.

Other methods are based on Boolean Function Manipulation as proposed by Devadas in [3]. The Boolean difference of each node in the circuit is derived and a Weighted Max-satisfiability algorithm is used to cover the maximum on-set of a certain logic function. For small circuits, this method is able to find the exact value of the maximum and the input excitation; however, it becomes impractical for medium and large circuits.

The propagation of uncertainty waveforms through the circuit is used in [9] [2] to estimate the maximum switching activity by counting transitions at every node. The algorithm proposed is linear with the number of gates thanks to the assumption of space-uncorrelated signals. This algorithm gives an upper bound which in some cases is very inaccurate. For small circuits, the estimation may be improved to an almost exact result by using partial enumeration techniques [10], but this requires significant CPU time for large circuits.

Techniques based on Automatic Test and Pattern Generation algorithms have been recently proposed. In [8] the implication and justification strategies of an ATPG algorithm are modified in order to maximize the number of switching in the internal nodes of a circuit. In [11], we translate the maximization problem to a fault detection problem and an ATPG technique is used to find the vectors covering a selected set of faults. The methods are able to treat large circuits in a reasonable computation time. The limitation of these works is the assumption of the zero delay model for the circuit which makes the evaluation of multiple node transitions impossible.

The maximum power consumption changes significantly if the delay and filtering model for the logic circuit is changed. For instance, experiments per-
formed with the ISCAS benchmark circuits show increases ranging from 98.1% to 309.8% in power consumption when the delay is changed from zero to unit delay. This extreme sensitivity has also been noted by [12], [13] and variations of the power consumption due to multiple transitions have been reported in [14], [15] [16], as well.
Different models of gate delays are considered in this paper. The maximum and its excitation vectors can be computed for zero, unit and variable delay models.

The rest of the paper is organized as follows. In Section 2 the statement of the problem and the basic definitions are presented as well as the description of the method, which is based on a circuit transformation and a heuristic maximization algorithm using a commercial ATPG tool. In Section 3, the circuit transformation is described and in Section 4 the heuristic using the ATPG tool is detailed. The proposed method is applied to benchmark circuits and the results are reported in Section 5 for the different delay models. Finally, the conclusions are reported in Section 6.

2 Logical Estimation of the Maximum Weighted Switching Activity in one period

The three main sources of power consumption in digital CMOS circuits are: dynamic capacitive switching power, $P_d$, the short circuit power, $P_s$, and the leakage power, $P_l$. The addition of these three sources of consumption gives the total power consumption, $P = P_d + P_s + P_l$. The dynamic power, $P_d$, is the main part in today's CMOS technologies [17]. The energy consumed at node $i$ per switching is: $\frac{1}{2}C_i V_{DD}^2$ where $C_i$ is the equivalent output capacitance and $V_{DD}$ the voltage of the power source and the voltage swing of the node [18]. Therefore, a good approximation of the energy consumed in a period is $\frac{1}{2}s_i C_i V_{DD}^2$, where $s_i$ is the number of switchings during the period.

Nodes connected to more than one gate are nodes with higher parasitic capacitance. Based on this fact, and in a first approximation, capacitance $C_i$ is assumed to be proportional to the fanout of the node $F_i$ [8]. Therefore, an estimation of the consumed energy at node $i$ is $\frac{1}{2}s_i F_i c_0 V_{DD}^2$ where $c_0$ is the minimum output load capacitance.

2.1 Logic level Modeling of Weighted Switching Activity

At logic level, the estimation of the energy consumption requires the calculation of the fanout $F_i$ and the switchings of the node, $s_i$. The fanout of the nodes is defined by the interconnection of the gates, and the switchings can be estimated by a logic simulator. Hence, since the product $s_i F_i$ is proportional to the power consumption, the product is used at the logic level as an estimation of the energy and it is named Weighted Switching Activity (WSA) of node $i$.

Given a circuit $G$ described at the gate level, the activity will depend on the input vectors and the delay and filtering model assumed for each gate of the circuit [12]. Assume that the internal nodes are preset to an initial state by an anterior vector, $V_a$. After this, at time zero, the input is changed by a present vector, $V_p$. During a period of time the internal signals may repeatedly change before achieving the new stable state due to the variable delay models of each gate. Let $N_t$ be the stabilization time where $t$ is the minimum time interval between two transitions and $N_t$ the number of switchings of node $i$. Because of these transient states, the internal gates $g_i$ present $N_t$ different logic values, i.e. $\{g_i(0), ..., g_i(j), ..., g_i(N_t)\}$. Accordingly, the WSA of the circuit is calculated as

$$A(V_a, V_p) = \sum_{i}^{\text{all gates}} \left( \sum_{j=1}^{N_t} (g_i((j-1)t) \oplus g_i(jt)) \right)$$

where the summation of "XOR equal to 1" is the number of switchings, $s_i$, when the input vector is changed from $V_a$ to $V_p$.

In the next subsection, the statement of the problem is presented.

2.2 Statement of the problem

Suppose a circuit, $G$, described at the gate level. A delay model is assumed for the gates. The maximum energy transition consumption is formulated as the finding of the couple of vectors $\{V_{a*}, V_{p*}\}$, producing the maximum WSA, $A^*$. Since the maximum activity is extremely sensitive to the delay model [12], three cases have been considered in this paper for comparison: zero delay, unit delay and variable delay.

In the zero delay model the time domain of the circuit is eliminated and hence an instantaneous propagation of the signals is assumed. As a result, internal nodes either change or remain constant. In the unit delay model, the signal propagation is equal in all the gates. Hazards may occur. In the variable delay model different delays are assumed for the gates, and they are estimated to be proportional to the fanout $F_i$ of the outputs.

In addition, the load capacitance also behaves like a filter, eliminating the transitions which arrive near in time. In order to model this effect, an inertial filtering model has been considered with a filtering window equal to the delay of the gate [6].
2.3 Method to Maximize the Weighted Switching Activity. General description.

The maximization of the WSA is an NP-complete problem. Consequently, a nearly optimal solution is searched, and the corresponding vectors, \{\hat{V}_a, \hat{V}_p\}, are obtained. Two steps are the basis of the method. See Figure 1 for a representation of the main steps.

First, a \textit{time-space} transformation translates the time sequence of the two vectors, \{\hat{V}_a, \hat{V}_p\}, of the original circuit, \(G\), into an expanded combinational circuit, \(H\), where inputs \(\hat{V}_a\) and \(\hat{V}_p\) are simultaneous. Then, two auxiliary input XOR gates are added in the expanded circuit to each internal node and its successive representation in the time-space transformation. The outputs of the XOR gates are the outputs of the expanded circuit.

Second, the \textit{searching} for the pair \(\hat{V}_a\) and \(\hat{V}_p\) maximizing the WSA is undertaken, using a standard ATPG tool. The maximization of the WSA is equivalent to covering the maximum number of stuck-zero faults of a certain subset of the XOR outputs.

At the following sections, more detailed information about the \textit{time-space} transformation and the \textit{searching} steps is provided.

3 Time-Space transformation of the circuit

The main goal of the time-space transformation is to translate the structure and the time domain of the original circuit into a new expanded circuit with simultaneous signals. In the expanded circuit there is a one-to-one correspondence between the transitions in the original circuit, \(G\), and the XOR outputs of the expanded circuit, \(H\). An illustrative example is presented. The example uses the C17 ISCAS benchmark circuit and the \textit{variable delay} model is considered in the transformation.

In Figure 2, the C17 circuit with \textit{variable delay} model is shown. The value of the delay is written inside the gates and is equal to the fanout of the gates. It is assumed that the anterior vector, \(\hat{V}_a\), is connected in the inputs prior to \(O\) time. The input is changed to the present vector \(\hat{V}_p\) at time \(O\). The signal propagation times are shown in the signal lines. They indicate the length of the paths arriving at the node. The input transition propagation may produce in gates G1 and G2 one transition, in gate G3, G4 two, in gate G5 three and in gate G6 four transitions.

In Figure 3 the expanded circuit is presented. It has as many expansions as possible propagation times in the original circuit. In this case the expansion covers instants \((-O, 1f, 2f, 3f, 4f, 5f)\). Each gate has a replica at the corresponding instant of the expansion. For example, look at the gate G5 which has propagation times \((-O, 2f, 3f, 5f)\). Accordingly, it will have in the expanded circuit copies in the sections \((-O, 2f, 3f, 5f)\). The inputs of each copy of G5 are connected at the replicas of the fan in gates G1 and G3, i.e. the inputs of the replica G5(3f) will be linked to the copies G1(1f) and G3(2f).

The detection of transitions is made by the auxiliary XOR gates which compare the signals of each gate and its successive replicas. The outputs of the XOR gates are the output of the expanded circuit.

In Table 1 the number of XOR outputs in the expansion of the benchmark circuits is listed for each delay model. Note that this number represents the max-
of outputs. The simultaneous detection is achieved by connecting the outputs to an auxiliary AND gate and searching for a "1" at its output. This amounts to detecting a stuck at zero at the output of the AND.

In our heuristic method, this subset is modified dynamically in order to move the search for the vector towards the maximum WSA.

The key point is the selection of the subset of outputs for simultaneous detection. A few pseudo-random simulations are made in the original circuit, $G$, to perform an initial estimation of the switchings, $s_i$, in the internal nodes. Then the XOR outputs in the expanded circuit, corresponding to the most active internal nodes of the original circuit, are taken as candidates for the subset.

The search algorithm starts with an initial subset of XOR outputs grouped in the auxiliary AND gate. The ATPG is run and the vector detecting this simultaneous fault is stored. The subset is increased and the ATPG is executed again and the new detection vector is stored. This routine ends when the detection fails a preestablished number of times or when the activities achieved by the stored vectors, do not improve the best result.

In the next section the results of the method are presented.

### 5 Experimental results

Two types of results are presented. First, the maximum WSA of some benchmark circuits is shown and compared to the activities obtained from pseudo-random sample simulation. And, second, the dependence of the maximum WSA input vectors on the delay model is analyzed.

In the first experiment, the maximum WSAs are obtained using the method proposed in this paper. The results are compared with the maximum WSAs of outputs. The simultaneous detection is achieved by connecting the outputs to an auxiliary AND gate and searching for a "1" at its output. This amounts to detecting a stuck at zero at the output of the AND.

In our heuristic method, this subset is modified dynamically in order to move the search for the vector towards the maximum WSA.

The key point is the selection of the subset of outputs for simultaneous detection. A few pseudo-random simulations are made in the original circuit, $G$, to perform an initial estimation of the switchings, $s_i$, in the internal nodes. Then the XOR outputs in the expanded circuit, corresponding to the most active internal nodes of the original circuit, are taken as candidates for the subset.

The search algorithm starts with an initial subset of XOR outputs grouped in the auxiliary AND gate. The ATPG is run and the vector detecting this simultaneous fault is stored. The subset is increased and the ATPG is executed again and the new detection vector is stored. This routine ends when the detection fails a preestablished number of times or when the activities achieved by the stored vectors, do not improve the best result.

In the next section the results of the method are presented.

### 5 Experimental results

Two types of results are presented. First, the maximum WSA of some benchmark circuits is shown and compared to the activities obtained from pseudo-random sample simulation. And, second, the dependence of the maximum WSA input vectors on the delay model is analyzed.

In the first experiment, the maximum WSAs are obtained using the method proposed in this paper. The results are compared with the maximum WSAs.

The ATPG is driven to the maximum fault detection by forcing simultaneous detection to a selected set of outputs. The simultaneous detection is achieved by connecting the outputs to an auxiliary AND gate and searching for a "1" at its output. This amounts to detecting a stuck at zero at the output of the AND.

In our heuristic method, this subset is modified dynamically in order to move the search for the vector towards the maximum WSA.

The key point is the selection of the subset of outputs for simultaneous detection. A few pseudo-random simulations are made in the original circuit, $G$, to perform an initial estimation of the switchings, $s_i$, in the internal nodes. Then the XOR outputs in the expanded circuit, corresponding to the most active internal nodes of the original circuit, are taken as candidates for the subset.

The search algorithm starts with an initial subset of XOR outputs grouped in the auxiliary AND gate. The ATPG is run and the vector detecting this simultaneous fault is stored. The subset is increased and the ATPG is executed again and the new detection vector is stored. This routine ends when the detection fails a preestablished number of times or when the activities achieved by the stored vectors, do not improve the best result.

In the next section the results of the method are presented.

### 5 Experimental results

Two types of results are presented. First, the maximum WSA of some benchmark circuits is shown and compared to the activities obtained from pseudo-random sample simulation. And, second, the dependence of the maximum WSA input vectors on the delay model is analyzed.

In the first experiment, the maximum WSAs are obtained using the method proposed in this paper. The results are compared with the maximum WSAs.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Zero</th>
<th>Unit</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>C17</td>
<td>6</td>
<td>10</td>
<td>13</td>
</tr>
<tr>
<td>C432</td>
<td>160</td>
<td>867</td>
<td>636</td>
</tr>
<tr>
<td>C499</td>
<td>202</td>
<td>744</td>
<td>386</td>
</tr>
<tr>
<td>C980</td>
<td>383</td>
<td>2297</td>
<td>2112</td>
</tr>
<tr>
<td>C1355</td>
<td>546</td>
<td>4944</td>
<td>1938</td>
</tr>
<tr>
<td>C1908</td>
<td>880</td>
<td>8777</td>
<td>3331</td>
</tr>
<tr>
<td>C2670</td>
<td>1260</td>
<td>6250</td>
<td>7121</td>
</tr>
<tr>
<td>C3540</td>
<td>1660</td>
<td>14353</td>
<td>9850</td>
</tr>
<tr>
<td>C5515</td>
<td>2807</td>
<td>16127</td>
<td>11016</td>
</tr>
<tr>
<td>C6208</td>
<td>2416</td>
<td>105610</td>
<td>84756</td>
</tr>
<tr>
<td>C7552</td>
<td>3513</td>
<td>25472</td>
<td>19526</td>
</tr>
</tbody>
</table>

Table 1: Number of auxiliary XOR gates in the expanded ISCAS circuits when using zero, unit and variable delay models.
obtained from the simulation of 10000 pseudo-random vectors; this corresponds in execution time to an order of magnitude slower than an ATPG execution time for the most complex circuit. In Table 2 the results are presented.

In the zero delay model, the minimum improvement in front of pseudo-random simulations is 6.0% for the C499 and the best result is for the C2670 with 197.6%. In the unit delay model the minimum improvement is for the C1355 where the random simulation gives a better result. The best result is for the C2670 with a maximum increase of 329.0%. Finally, in the variable delay model the worst result is for the C1908 circuit with 0.2% and the best is for the C2670 with an improvement of 445.1%.

In Figure 4, the maximum WSA’s for the three delay models are compared. In all the circuits, the unit delay model gives higher values than the variable delay model. The average increase in the maximum WSA when the model is changed from zero to unit delay is about 225.6% with a maximum increase in the C3540 of 309.8%. The average reduction in the maximum WSA when the delay model is changed from unit to variable is 31.4% with a maximum reduction in the C1355 of 52.1%.

In the second experiment the variations of the maximum WSA as a consequence of using a simpler delay model for the computation of the input vectors is evaluated. Two cases are analyzed. In the first case, the maximum WSA for the unit delay model is calculated using the input patterns of the zero delay’s maximum WSA. The result is compared to the maximum WSA of the unit delay model. In the second case, a similar procedure is followed, but the maximum WSA is calculated for the variable delay model using the input patterns of the unit delay’s maximum WSA. Then, the result is compared to the maximum WSA using the variable delay model. Table 3 summarizes the results.

These data show that using a simpler delay model produces estimation errors averaging more than 30% for the experimented circuits. Due to the sensitivity to the delay model, a variable delay model can not be substituted by a simpler unit delay or a zero delay to estimate the maximum activity in CMOS circuits.

6 Conclusions

A method to obtain the Maximum Weighted Switching Activity (WSA) of a combinational circuit has been presented. The technique transforms the original circuit under analysis to a new expanded circuit containing the structural and temporal information of the original circuit. Afterwards, stuck at zero faults are placed in the outputs of the auxiliary XOR.
gates of the expanded circuit and a standard Automatic Test and Pattern Generation tool (ATPG) is used to obtain the input sequence detecting a selected set of faults. This pattern maximizes the Weighted Switching Activity in the original circuit.

The method is able to maximize the WSA for zero, unit and variable delay models because according to our experiments the maximum WSA and the excitation patterns are extremely sensitive to the delay and they must be obtained using accurate delay models.

Experiments have been performed on ISCAS benchmark circuits. According to the results, the method improves the computational time in one order of magnitude approximately in comparison with pseudo-random sample excitations for circuits with more than 1000 gates. Moreover, the estimation of the maximum WSA made on a set of benchmark circuits improves the estimation an average of 67.8% with a maximum improvement of 445.1% for the C2670 with variable delay model and inertial filtering.

Acknowledgments
This work has been partially supported by the project CICYT-Project No. TIC 94-0561 and by CIRIT Project Ref. 1995SGR 00192.

References