Abstract

We propose a new algorithm for test point selection for scan-based BIST. The new algorithm combines the advantages of both explicit-testability-calculation and gradient techniques. The test point selection is guided by a cost function which is partially based on explicit testability calculation and partially on gradients. With an event-driven mechanism, it can quickly identify a set of nodes whose testability need to be recalculated due to a test point, and then use gradients to estimate the impact of the rest of the circuit. In addition, by incorporating timing information into the cost function, timing penalty caused by test points can be easily avoided. We present the results to illustrate that high fault coverages for both area- and timing-driven test point insertions can be obtained with a small number of test points. The results also indicate a significant reduction of computational complexity while the qualities are similar to the explicitly-testability-calculation method.

1 Introduction

Because of the relatively low hardware overhead and the simplicity of test pattern generation, pseudo-random testing is a favorable technique for BIST. Many practical circuits, however, contain random pattern resistant faults which cause unacceptable low fault coverages for a reasonable test length. One way to resolve this problem is to modify the circuit under test by Test Point Insertion (TPI). Several studies analyze the circuit structure to select the test points. First, fault simulation is performed and then circuit structure is examined to identify the reconvergences and gates which block the activations and propagations of faults. Those are possibly good test point candidates.

Because fault simulation is costly in terms of computational complexity, it may not be applicable to large designs. An alternative is to use testability measures. For instance, COP testability measures are used to select test points[7]. In [8], a set of equations which make use of the gradients[6] is developed to select a set of candidates. A test point is then selected by explicitly recalculating the COP measures and the cost function for each candidate. This method is further generalized for partial-scan circuits with a novel testability calculation[3][5]. A performance-driven test point selection technique is also proposed in [3]. Here, we refer to the methods used in [3] and [8] as the gradient-based approaches. Recently, a divide-and-conquer approach is used to partition entire TPI process into multiple phases[10]. In each phase, a set of test points are inserted. Probabilistic fault simulation is used to guide the placement of the test point. Control points are enabled in different phases with a fixed value and shared a common driving source to reduce the area overhead.

This paper presents a new test point selection algorithm. It is highly efficient and the quality of selection is similar to that of the explicit-testability-calculation method as justified by the experimental results. The key idea is that we use the event-driven mechanism to propagate the changes of testabilities due to a test point. Once the changes become small, the gradients are used to estimate the testability changes of all other nodes to avoid high computational complexity of recalculating testability for the entire circuit. Additional timing information can be taken into account to avoid adding test points on the timing critical paths. Experiments have been conducted to show the effectiveness of our algorithm. The results indicate that the new hybrid algorithm is much faster and achieves a higher fault coverage than previous approaches with the same number of test points. For timing-driven TPI, zero performance degradation is always achieved. Comparison with other approaches was made and summarized in Sections 3.

The rest of this paper is organized as following: in Section 2, some basic testability analysis techniques and the problems of the gradient-based method are discussed. The concepts of the new hybrid method and computation of a new cost function called Hybrid Cost Reduction are presented in Section 3. Two heuristics are also proposed in Section 3 to further improve the performance. Experimental results are presented throughout Sections 3 to demonstrate the effectiveness of the new hybrid method and the trade-offs of various heuristics.
Section 4 concludes this paper.

2 Background

Controllability/Observability Program (COP) is a well-known procedure to estimate the 1-controllability $C_s$ and observability $O_s$ of every signal $s$ in a combinational network. Both $C_s$ and $O_s$ can be computed efficiently by sweeping the circuits once. Because the controllabilities and observabilities represent only the local testability impact, they cannot reflect the global effect of adding a test point. Therefore, a good cost function proposed in [6] is used to estimate the global circuit testability. This cost function is defined as

$$U = \frac{1}{|F|} \left( \sum_{s \in F} \frac{1}{P_d_i} \right)$$

Where $F$ is the fault set and $|F|$ is the cardinality of $F$, and $P_d_i$ is the detection probability of fault $i$. For the stuck-at fault model, $P_d_i$ can be expressed as one of the following two equations:

$$P_{d_{s=0}} = C_i \cdot O_i$$

for stuck-at-0 fault at $s$. (2)

$$P_{d_{s=1}} = (1 - C_i) \cdot O_i$$

for stuck-at-1 fault at $s$. (3)

$1/P_d_i$ can be viewed as the expected number of pseudo-random patterns needed to be applied to detect fault $i$. Therefore, we can use $U$ as an indicator of circuit testability and the objective of TPI is to minimize it. The value of $U$ changes once a test point is added, and the difference of the values of $U$ before and after test point insertion is called actual cost reduction ($ACR$). Using a greedy approach, we can select a test point which results in the largest $ACR$. A trivial and exhaustive method is to explicitly compute $ACR$ for each possible test point in the circuit, and then select the one with the largest $ACR$ as the test point. The computational complexity of this approach is too high to be practical for large designs. Notice that $ACRs$ computed by this method are not perfect indicators for selecting test points either due to following two reasons: (1) COP provides only an estimate of true controllability and observability because of the assumption of signal independence. (2) $P_d_i$ is also an estimate of true detection probability because it assumes the controllability and observability are independent. However, our extensive experimental results show that $ACRs$ computed by this method are accurate enough for large designs (they are our main targets). So we adopt them as reference points for verifying the quality of our new approach.

In [6], a linear time algorithm to calculate the gradients, $G_{C_s}$ and $G_{O_s}$, of $U$ with respect to an infinitely small change of node testability (i.e. $G_{C_s} = \frac{\partial U}{\partial C_i}$, $G_{O_s} = \frac{\partial U}{\partial O_i}$) was developed. $G_{C_s}$ and $G_{O_s}$ are called controllability gradient and observability gradient, respectively. Similar to $C_s$ and $O_s$, the gradients are not suitable for test point selection either, because inserting a test point will drastically change the testability of a node that violates the assumption of the gradients. Therefore, Cost Reduction Factor (CRF) [8] was introduced to approximate $ACR$ for a test point candidate. The CRFs, however, could be significantly deviated from the $ACRs$, especially when the circuit has a high fault coverage, for the following several reasons:

First, the observability changes due to a control point is completely ignored. It means that the observability changes of nodes in the fanin one of primary outputs reachable from the control point are completely neglected.

Second, certain circuit structures and fault sets were assumed during the derivation of the CRF equations. A chain of AND gates or OR gates usually cause extremely low detection probabilities. By assuming that circuits under test contain these types of structures, a controllability value $C_s$ can be factored out such that the rest of the terms in $U$ are completely independent to $C_s$. This assumption is not generally true and could contribute errors to CRFs.

The inaccuracy is more significant when a high fault coverage is reached. Therefore, in [3][8], an additional step is added: explicit calculation of $ACRs$ is performed for a set of test point candidates with high CRFs. The one with the highest $ACR$ is then selected as a test point. Since the calculation of $ACRs$ dominates the CPU usage of the gradient-based method, only a small number of candidates are allowed to have their $ACRs$ computed to reduce the complexity. Therefore, some good candidates may be excluded from the second step. These three factors limit the effectiveness of the gradient-based method.

A good solution to TPI is to find an accurate approximation of $ACRs$ such that the second step of the gradient-based method can be eliminated. In the mean time, this estimate must be computed very efficiently. This brings us to the hybrid test point insertion algorithm.

3 Hybrid Test Point Insertion Algorithm

In this section, we first introduce a new cost function called Hybrid Cost Reduction (HCR) which is used to estimate the $ACR$ of a test point. We then present the new algorithm and results. Two heuristics are also proposed to further improve the performance.

3.1 Computing Hybrid Cost Reduction

Given a fault set $F$, the $ACR$ for a test point $s$ can be expressed as

$$ACR_s = \Delta U^s = U^s - U^{s^*}$$

$$= \frac{1}{|F|} \left[ \sum_{i \in F} \left( \frac{1}{P_d_i} - \frac{1}{P_{d_i^s}} \right) \right]$$

$$= \frac{1}{|F|} \left[ \sum_{i \in F} \left( \frac{1}{P_d_i} - \frac{1}{P_{d_i^s}} \right) + \sum_{i \in F} \left( \frac{1}{P_{d_i^{s^*}}} - \frac{1}{P_{d_i^s}} \right) \right]$$

Where $U^{s^*}$, $U^s$ are the $U$ values (defined in Equation (1)), and $P_{d_i^{s^*}}$, $P_{d_i^s}$ are the detection probabilities of fault $i$ before and after inserting $s$, respectively.
According to the effect on $U$ caused by a test point for each fault, we further divide the fault set $F$ into two subsets $F_1$ and $F_2$. For each fault in $F_1$, $\frac{1}{p_{d_{ij}}} - \frac{1}{p_{d_{ij}}}$ is large and therefore the gradient approximation is not accurate. On the other hand, for every fault in $F_2$, the difference of $\frac{1}{p_{d_{ij}}}$ and $\frac{1}{p_{d_{ij}}}$ is small enough such that the gradients can accurately estimate their impact on $U$. Typically, the size of $F_1$ is much smaller than that of $F_2$. Therefore, we can explicitly calculate $\frac{1}{p_{d_{ij}}}$ for faults in $F_1$ (by computing $\frac{1}{p_{d_{ij}}}$) and use gradients to evaluate the second term of Equation (4). The event-driven mechanism is used to propagate the controllability/observability changes caused by the test point candidate. When the changes drop below a threshold, the changes are not further propagated. Whether an event is scheduled for further propagation is determined by the ratio of $G_{O_i} \cdot \Delta C_i$ to $U^{\text{org}}$, not the value of $G_{O_i} \cdot \Delta C_i$ nor the value of $\Delta C_i$ itself. The region of nodes processed to identify set $F_1$ is very small for large design, therefore, the complexity for calculating the first term of Equation (4) is low. In addition, because the assumptions of the gradients are not violated for faults in $F_2$, gradients can provide a very good estimate for the second term of Equation (4). In the following, we show how $HCR$s are computed for an observation point and a control point, respectively.

Observation Point The propagation of the changes of the observabilities starts from the observation point $a$ toward the primary inputs. The effect is shown in Figure 1. For each node $i$ inside region I, the ratio of $G_{O_i} \cdot \Delta O_i$ to $U^{\text{org}}$ is larger than a given threshold so that the new observabilities of its fanin nodes are further evaluated. Propagation stops at the boundary nodes (between region I and region II) whose $G_{O_i} \cdot \Delta O_i$ to $U^{\text{org}}$ ratios are below the threshold. The $HCR$ for an observation point comprises three parts:

(i) $\sum_{i \in \text{region I}} \left( \frac{1}{p_{d_{ij}}} - \frac{1}{p_{d_{ij}}} \right)$ for every fault $i$ inside region I.

We explicitly compute the new $O_i$'s (by the above procedure) and therefore the new $Pd_i$'s.

(ii) For faults inside region II, $\sum_{j \in \text{boundary I}} G_{O_j} \cdot \Delta O_j$, where $j$'s are the nodes on the boundary in Figure 1, is used to estimate their contribution to the $ACR$.

(iii) If the observation point $a$ is not a fanout stem in the original circuit, the contribution of the two new fanout branch faults ($\frac{1}{p_{d_{a,j}}} \text{ and } \frac{1}{p_{d_{a,j}}}$) are added.

The equation of computing $HCR$ for an observation point is summarized in Equation (5). Notice that the estimate of contributions from nodes in region II can be viewed as adding a set of pseudo-observation points (with a delta change in observability) on the boundary simultaneously. The second term of Equation (5) simply represents the superposition of the effects of all these pseudo-observation points. Because the change is small, the assumption of the gradients holds and therefore the accuracy of this term would be high.

Control Point Computing $HCR$ for a control point is more complicated. The propagation of the new COP values has to proceed in both forward and backward directions. First, starting from the control point, the propagation of the new controllability proceeds forward toward the primary outputs shown as region I in Figure 3. At the end of processing each gate, the ratio of $G_{O_i} \cdot \Delta O_i$ to $U^{\text{org}}$ is compared with a given threshold to decide if the controllabilities of its fanouts should be calculated.

Once the forward propagation stops, we obtain a set of nodes indicated as boundary I in Figure 3. The direction of propagation is then changed to backward toward the primary inputs. We use nodes at boundary I as the starting points and proceed the backward propagation similar to what is done in the case of adding observation points.

Again, while the ratio of $G_{O_i} \cdot \Delta O_i$ to $U^{\text{org}}$ is small, the backward propagation stops, and a set of nodes indicated as boundary II in Figure 3 is identified. The $HCR$ of a control point contains four terms:

(i) For every fault $i$ inside regions I and II, we compute $\sum_{i \in \text{region I and II}} \left( \frac{1}{p_{d_{a,j}}} - \frac{1}{p_{d_{a,j}}} \right)$ explicitly. New $O_i$'s, $C_i$'s and therefore $Pd_i$'s are computed by the above mentioned event-driven procedures.

(ii) $\sum_{j \in \text{boundary I and II}} (G_{C_k} \cdot \Delta C_k)$ is used to estimate $\sum_{i \in \text{region III}} \left( \frac{1}{P_{d_{a,j}}} - \frac{1}{P_{d_{a,j}}} \right)$.

(iii) $\sum_{j \in \text{boundary II and III}} (G_{O_j} \cdot \Delta O_j)$ is used to estimate $\sum_{i \in \text{region IV}} \left( \frac{1}{P_{d_{a,j}}} - \frac{1}{P_{d_{a,j}}} \right)$.

(iv) We need to add the contribution of the new faults introduced by the inserted gate: $\frac{1}{P_{d_{a,j}}}$ and $\frac{1}{P_{d_{a,j}}}$.

These are s-a-(a-s)-1 faults at the extra input and the output of the added OR (AND) gate.
The equation to compute $HCR$ for an OR type control points is summarized in equations (6). By viewing every node $j$ on boundary II as a pseudo-observation point, we use the superposition, $\sum_j (G_{ij} \cdot \Delta O_j)$, to estimate $\sum_i \left( \frac{1}{P_{di}^a} - \frac{1}{P_{di}^{a\sigma}} \right)$ for faults $i$'s inside region IV. Similarly, by viewing every node $k$ on boundary I as a pseudo-control points, We use $\sum_k (G_{ik} \cdot \Delta C_k)$ to estimate the contribution for faults inside region III. A control point, however, affects the testability of both its fanins and fanouts. Inserting a set of control points on boundary I should have effects on all faults in regions I–IV. This means $\sum_k (G_{ik} \cdot \Delta C_k)$ also contains some contributions from region I, II, and IV. Because the contribution from region III usually dominates $G_{ik} \cdot \Delta C_k$, the error by this approximation is negligible. Furthermore, unlike observation points which always reduce the value of $U$ if they are added, the effects of control points can cancel one another if they are added at the same time. For these reasons, using $\sum_k (G_{ik} \cdot \Delta C_k)$ to estimate $\sum_i \left( \frac{1}{P_{di}^a} - \frac{1}{P_{di}^{a\sigma}} \right)$ for each fault $i$ in region III is just a heuristic.

### 3.2 Evaluation of Accuracy of HCRs

In order to access the quality of the test points selected by the algorithm, we conducted experiments on two ISCAS85 benchmark circuits — C2670 and C7552 which are random-resistant. Twenty test points were selected sequentially for each circuit. At each iteration, we explicitly compute the $ACR$s for all possible test point candidates and sort them in a descending order. We then check the rank of the test point selected by the hybrid algorithm. The rankings of the test points selected by the hybrid algorithm are shown in Table 1. The results show that the test points selected by the new algorithm are almost identical with the ones with the highest $ACR$s (a rank of 1 means that the test point has the highest $ACR$ among all possible test point candidates).

For comparison, we also use the gradient-based method to select the test points and check the ranks (based on $ACR$s). The results are shown in Table 2. The test points selected are sometime quite off, especially for the case that control points are selected.

### 3.3 Algorithm

In Algorithm 1, we summarize the hybrid test point insertion algorithm. The $slack$, defined as the difference test points to the nets on the timing critical paths. We call this version of the algorithm as the timing-driven TPI. The area-driven TPI does not use the timing information. Therefore, the slacks need not to be computed and the two if-conditions are removed.

#### Algorithm 1: Hybrid TPI algorithm

```plaintext
while (FC < desired FC) ∧ (∑pt < Max s↓ pt) do
  compute slacks for all nodes in the circuit;
  compute the controllability $C_s$ for every node $s$;
  compute the observability $O_s$ for every node $s$;
  compute the gradients $G_{C_s}$ and $G_{O_s}$ for every node $s$;
  for each node $s$ in the circuit do
    if $slack > slack_{OBs\;\text{threshold}}$ then
      compute $HCR_{s\;\text{OBs}}$;
    end if
    if $slack > slack_{CTRL\;\text{threshold}}$ then
      compute $HCR_{s\;\text{AND}}$;
    end if
  end for
  Select and insert the test point with the highest $HCR$;
end while
```

### Table 1: Rankings of test points selected by hybrid method

<table>
<thead>
<tr>
<th>Iteration</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
<th>7th</th>
<th>8th</th>
<th>9th</th>
<th>10th</th>
</tr>
</thead>
<tbody>
<tr>
<td>C2670</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>C7552</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
</tbody>
</table>

### Table 2: Rankings of test points selected by gradient method

<table>
<thead>
<tr>
<th>Iteration</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
<th>7th</th>
<th>8th</th>
<th>9th</th>
<th>10th</th>
</tr>
</thead>
<tbody>
<tr>
<td>C2670</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>C7552</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
</tbody>
</table>
synthesis system[9] and mapped into Lucent 0.9 micron CMOS cell library. Table 3 shows the results of area- and timing-driven TPI. In this experiment, we set $Slack_{OBS, threshold}$ and $Slack_{CNTL, threshold}$ to 1 ns and 3 ns, respectively and also set the threshold of scheduling an event to 0.1% for $HCR^{OBS}$, $HCR^{OR}$ and $HCR^{AND}$. The results of area-driven TPI are shown in columns 4~6, and those of timing-driven TPI are shown in columns 7~9. The fault coverages in the table are computed after applying 32000 random patterns. As expected, some circuits suffer from performance degradation for area-driven TPI. The degradation could be as much as 19% (s15850) which is obviously unacceptable.

For timing-driven TPI, there is no timing penalty for all circuits. The results also show that with a few more test points, the timing-driven TPI can achieve the same level of fault coverage as the area-driven TPI does.

Furthermore, we compare the results with those of the gradient-based method as shown in Table 4. Same number of test points are selected using both approaches. Fault coverages and CPU time are listed and the ratio of the CPU time of the hybrid method to that of the gradient-based method is shown in the last column. The CPU time is measured on a SUN SPARCstation 5. The results indicate that the hybrid algorithm achieves a higher fault coverage and uses much less CPU time than that of the gradient-based algorithm, especially for large circuits. The large reduction of the CPU usage mainly comes from the elimination of the second step of the gradient-based algorithm.

<table>
<thead>
<tr>
<th>Circuit name</th>
<th># of TP</th>
<th>Hybrid</th>
<th>Gradient-based</th>
<th>CPU time ratio [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>C12751</td>
<td>5</td>
<td>98.23%</td>
<td>96.59%</td>
<td>96.59%</td>
</tr>
<tr>
<td>C17751</td>
<td>4</td>
<td>98.23%</td>
<td>97.38%</td>
<td>97.38%</td>
</tr>
<tr>
<td>C15751</td>
<td>13</td>
<td>99.37%</td>
<td>99.37%</td>
<td>99.37%</td>
</tr>
<tr>
<td>C14851</td>
<td>2</td>
<td>98.23%</td>
<td>98.23%</td>
<td>98.23%</td>
</tr>
<tr>
<td>C15851</td>
<td>17</td>
<td>98.23%</td>
<td>98.23%</td>
<td>98.23%</td>
</tr>
<tr>
<td>C15841</td>
<td>16</td>
<td>98.23%</td>
<td>98.23%</td>
<td>98.23%</td>
</tr>
<tr>
<td>Ave.</td>
<td>16</td>
<td>99.37%</td>
<td>99.37%</td>
<td>99.37%</td>
</tr>
</tbody>
</table>

Table 4: Comparison with the results of the gradient-based algorithm

### 3.4 Heuristics

#### Fault-list driven TPI

Note that the fault set $F$ used in Equation (1) can be any set of faults that we are interested in. When the fault coverage reaches high 90’s, the value of $U$ based on all faults may be dominated by the contributions of easy-to-detect faults. In such case, it would be beneficial to define $U$ with respect to the set of hard-to-detect faults. The cost is the need of fault simulation to classify faults to be either easy-to-detect or hard-to-detect. To reduce the complexity of removing easy-to-detect faults from the fault set, only a small number, say 10000, of random patterns are applied. Those undetected faults are considered to be the hard-to-detect and used as the fault set for $U$ calculation.

Because fault simulation is a costly process, it should be used at most once and only when the circuit already reaches a high fault coverage, say $\geq 95\%$. To automatically determine when to invoke fault simulation, we continuously monitor the detection probability of every fault at each iteration. When the detection probability of every fault is greater than a threshold, say $10^{-6}$, it means that the circuit is now quite random testable, fault simulation is invoked.

The results of fault-list and non-fault-list driven TPI are shown in Table 5. The fault-list driven TPI generally achieves higher fault coverages, however, the portion of the CPU time used by fault simulation could be significant. The comparison with the results in Table 5 shows that the circuits we used were first optimized for performance and therefore, may be different from the circuits used in [10]. Thus, the comparison may not be very accurate. As suggested in Table 6, the fault coverages and the number of test points of the hybrid algorithm are comparable with the results in [10].

#### Hybrid TPI with Candidates

As mentioned in
Section 2, one problem of the gradient-based method is the requirement of explicitly computing ACRs for a subset of test point candidates. In Section 3, we show that the HCR is a very accurate estimate of the ACR and can be computed very efficiently. Therefore, in the second step of the gradient-based method, instead of calculating ACRs, we calculate HCRs for the candidates selected in the first step. We call this modified method as heuristic hybrid algorithm. It significantly improves the runtime efficiency of the gradient-based method. It also runs faster than the hybrid method. Because of high efficiency of the second step, we could select more candidates in the first step to avoid excluding good candidates. We conducted the experiments on three large ISCAS89 benchmark circuits to demonstrate the efficiency of the heuristic hybrid method. As shown in Tables 7 and 8, the heuristic hybrid method runs about 2 times faster than the hybrid method which has been shown in Table 4 to be about 6 times faster than the gradient-based method on average. Unlike the gradient-based method, the fault coverages of the heuristic hybrid method are comparable to those of the hybrid method. It is because we can select more candidates in the first step of the algorithm.

Table 6: Comparison with results in [9]

<table>
<thead>
<tr>
<th>Circuit name</th>
<th>TAMARAPALLI AND RAJSKI, 96</th>
<th>TAMARAPALLI AND RAJSKI, 96</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#CP/#OP</td>
<td>Ave. FC</td>
</tr>
<tr>
<td>C3270</td>
<td>1/5</td>
<td>100</td>
</tr>
<tr>
<td>C7552</td>
<td>18/2</td>
<td>99.49</td>
</tr>
<tr>
<td>s3330</td>
<td>1/4</td>
<td>99.97</td>
</tr>
<tr>
<td>s3834</td>
<td>0/5</td>
<td>100</td>
</tr>
<tr>
<td>s48863</td>
<td>6/4</td>
<td>99.78</td>
</tr>
<tr>
<td>s9234</td>
<td>8/10</td>
<td>99.80</td>
</tr>
<tr>
<td>s15850</td>
<td>15/17</td>
<td>99.16</td>
</tr>
<tr>
<td>s335417</td>
<td>18/30</td>
<td>99.19</td>
</tr>
</tbody>
</table>

Table 7: Comparison of area-driven TPI of hybrid algorithm and heuristic hybrid algorithm

<table>
<thead>
<tr>
<th>Circuit name</th>
<th>Hybrid</th>
<th>Heuristic hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#CP/#OP</td>
<td>Ave. FC</td>
</tr>
<tr>
<td>s9234</td>
<td>15/3</td>
<td>98.11</td>
</tr>
<tr>
<td>s15850</td>
<td>28/8</td>
<td>97.31</td>
</tr>
<tr>
<td>s335417</td>
<td>32/16</td>
<td>97.13</td>
</tr>
</tbody>
</table>

Table 8: Comparison of timing-driven TPI of hybrid algorithm and heuristic hybrid algorithm

4 Conclusions

In this paper, we propose a hybrid algorithm for test point selection for scan-based BIST. The algorithm combines both the gradient-based and the explicitly-testedability-calculation techniques. The experimental results show that the hybrid algorithm produces very high quality results and uses significantly less amount of CPU time. Several heuristics are also proposed to further improve the performance. The new method achieves a 10~15 times speedup as the gradient-based method and higher fault coverages as well. The experiments for timing-driven TPI were also conducted. The results shows that zero-performance degradation can always be achieved. With a few more test points, the same level of fault coverages as the area-driven version can be obtained. The testing scheme in this paper is assumed to be full scan BIST. The algorithm can be extended for partial scan BIST with slight modification to the equations for computing the HCRs. The partial scan version of the hybrid algorithm is currently under investigation.
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