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Abstract to the approach of [5]). Although it benefits from the unfolding

) ) ) . methodology which restricts the set of states needed to examine for
This paper presents a novel technique for synthesis of speed-in-each signal, the exact approach may suffer from exponential explo-
dependent circuits. It is based on partial order representation of sion of states. To battle the complexity, the latter approach uses
the state graph calle8TG-unfolding segment. The new method concurrency relation to initially approximate and then to refine an
uses approximation technique to speed up the synthesis processapproximated implementation. The structural method of [6] works
The method is illustrated on the basic implementation architecture. on the STG level, assuming that two transitions are concurrent if
Experimental results demonstrating its efficiency are presented andthey can ever fire simultaneously. Loose approximation may re-

discussed. quire several computationally costly refinement iterations. On the
contrary, our method works with a partial run of t8&G speci-
Introduction fied behaviour. Thus it is possible to pin-point when exactly any

two transitions become concurrent. This local information gives a

The problem of synthesis of speed-independent circuits from their More accurate ifial approximation and a more precise refinement.
Signal Transition GrapTG) specifications has been approached Therefore the implementations can be obtained faster and be better
by many researchers. Several tools exist today, such as SIS [10]0Ptimised. . . . .
Assassin [12], Forcage [3] and Petrify [2], which are capable of __ The aim of this paper is to suggest alfidstrate synthesis of
synthesising circuits of moderate size. All but Forcage use some Speed-independent circuits from t8& G-unfolding segment built
form of State GraphgG) representation to obtain truth tables of ~fOr their specifications. The method is illustrated on the atomic
the implementation logic. Petrify uses Binary Decision Diagrams COMplex gate per signal architecture and is compared with the ex-
(BDDs) to represersG symbolically and can thus synthesise cir- 1Sting approaches.
cuhits from larger d?scription%. Forcgglt)a, or(;I the other halmd, uses
Change Diagrams (partial order model) to derive an implementa- i - ireLi
tion bgt is regtricted l?o specifications without choice. Synthesis of Speed-Independent circuits
Construction ofSG hits available computational limits due to .
state explosion. A structural method in [6] can implem&fGs _G?ne_ll’_al Syk';‘tﬂe%'s _appfror?cg We assame th%‘t t&%rlfager
avoiding exhaustive state exploration. It uses concurrency relation IS familiar with the basics of the Petri net theory [7]. marke
between transitions of tH8TG to obtain an initial approximation  Petri net eN) is a tupleN = (P, T, F, mo) where P andT" are
of the implementation. If this approximation does not satisfy cor- Non-empty sets of places and traioms, respectivelyf" is a flow
rectness criteria, then iterative refinement is performed using Stater€lation andr is an initial marking. ASignal (Trangion) Graph
Machine 6M) decompositions. Although powerful, this method it (STG) [8, 1]is a tupleG; = (N, A, L) (labelledPN) whereN is
is restricted t&SM-decomposable specifications. a marked PNA is a set of signals andl : 7' — {+,—} x A
The main goal of this work is to develop a method for imple- is & labelling function.STGs are a special case of labellP#s,
mentingSTGs that cannot be synthesised by the above techniquesused for low level descriptions of asynchronous circuits, The set
due to the large size of theBG. A way to achieve this goal will  Of transition labels represents changes of signais: (for up) and
be analogous to the one in [6] — it will draw upon relations at the —: (for down). Notationxa, indicates a transition labelled with a
event-based, rather than state-based, description level. This methoghange of:; regardless of the direction of this change.

W|", however, be free from the |imitations Of 6] Convent_iona"y_, to Obta|n an implementation f0r anG G a
The solution to this problem is found in the use of a partial or- correspondingsG is built. TheSG 5, also calledState Transi-

der approach, already known to have given positive resuBgia tion Diagram(STD), is derived by constructing the reacfiap

verification. It is based on an implicit representatiorS@ in the graph (representing all reachable markings) of the underlyiig

form of a finiteSTG-unfolding segment [9]. It was shown [9] that ~ and then assigning binary codesto each vertex. The binary
such a segment can often be built for those examples where thecodes must be assigneansistentlyi.e. :

construction ofSG fails. While the segment is being constructed . . . .

it is also verified for correctness. Thus, after the verification stage ~ ® €Very arc s labelled with exactly one signal transition, and
is completed, an implementation can be derived from an already 4 for each pair of states, ands. connected with an arc la-
built STG-unfolding segment. Two approaches are possible within belled with+a; the following is true:

the new synthesis method: exact and approximate. The former ob-

tains an implementation equivalentto that derived fromSfte At —wvii]=0andwvs[i] =1 if + =+
the end of the synthesis procedure this approach produces an im- S duslil = 0 if % —
plementation by recovering binary states from the segment (similar — vl =T1andvy[i] =0 if +=—
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¢ Semi-modularityalso called “output signal persistency”),
which implies that excited output signals cannot be disabled
by some input signal change and thus cause a hazard.

The latter group of properties is usually checked during the ac-
tual logic synthesis process. These are generally referrecctodas
ing conflictsand indicate that although tf&TG is implementable
“in principle”, some binary state may be associated with different
markings which makes them indistinguishable at the circuit level.
The Complete State Codin@SC) condition intoduced in [1] re-
quires any two states with equal binary codes to have the same se
of excited output signals. It was shown in [1] tf®EGs satisfying
CSC property are implementable as speed-independent circuits.

An implementation is obtained by building a cover function.
A boolean function with a variable corresponding to each signal
is said to becoveringa states; if it evaluates to TRUE when the
variables have the values equal to the elements of binary €ode
assigned tes;. A function C covering a set of states is called a
cover function(or simply cover) for this set of state$s;}; each

term of the cover is calledube .
A cover is not reqwre%JIO bexact i.e. to covenlythe states

in {s;}. It could be obtained explicitly from their binary codes.
However, if a cover is obtained somehow differently (e.g. using

t

(b)

@
Figure 1: An example of aBTG and a correspondingG.
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The synthesis for this architecture is illustrated in Figure 1(c)

an oracle), it may cover some other states. For example, a methodfor an STG shown in the Figure 1(a). Suppose that signal to

described in [6] use structural information to obtain covers. Such
cover is calledapproximated coverand needs to be checked for
correctness. There are different requirements for correctness of
covers according to the implementation architecture chosen.

The following three architecture types are normally considered:

e Atomic complex gate per signiaiplementation;
e Atomic complex gate per excitation functiolplementation;
e Atomic complex gate per excitation regiomplementation.

The first architecture can be considered as a basic type. The
other two aim at reducing the size of customised complex gates.
In these architectures it Is assumed that the output signal is im-
plemented using a memory element. The Set and Rasgation
functions for this memory element are implemented as atomic com-
plex gates (the former) or a network of atomic complex gates (the
latter). Depending on which memory element is used, the imple-
mentations are divided inip Standard C-elemeitplementation,
which uses Muller C-element as the memory element,iriRIS-
latch implementation, where an RS-latch is used.

To demonstrate the novel technique we chose the atomic com-
plex gate per signal architecture. Our method, however, can be
easily adapted to the other architectures.

Atomic complex gate per signal implementation This

is a basic architecture for speed-independent circuits studied in [1].
The circuit is implemented as a network of atomic gates. Each
gate uniquely implements one output signal. Its boolean func-
tion can be represented as Sum-Of-Products (SOP) or Sum-Of-
Functions(SOF). An example of such gate is shown in Figure 1(b).
Each gate is allowed to be sequential (latch), i.e. contain an internal
feedback with a zero delay. The delay between its internal “AND-
ing” and “ORing” parts is also assumed to be negligible. The gate
depiction is used to denote the implemented boolean function as
the actual implementation is resolved on the transistor level.

Two sets of the reachable states are distinguished i8@&®n-
setOn(a;) andoff-setOff(a;), which include all states in which
the value of the output signa is implied to be TRUE and FALSE,
respectively. The remaining (unreachable) subset of combinations
of the boolean values of signals forms hen’t careset (DC-set).

The implementation is derived by building the on!seEach
state can be represented by a term which |kgsvariables, each
corresponding to one and only one signal The term becomes
TRUE only when the values of the variables are equal to those in
the binary code assigned to the state. The c6ver implementa-

tion is obtained from the terms included into the on-set. The DC-set
can be used for optimising the size®f This Is done in standard

minimisation tools, such as Espresso [10].

LHere and further, for simplicity, it is assumed that the on-set is constructed. Usu-
ally, the simplest from the on- and off-sets is chosen for implementation.

be implemented. The on-setbfs found as:On(b) = {(p2, p=),
(ps,ps), (p2,pe.ps), (ps,pe,ps), (p7.ps), (pa)}. The cover func-

tion C(b) is obtained ast (b) = abe+abc+abc+abc+abe+abe =
a + c¢. The DC-setin example in Figure 1(c) is empty so no further

minimisation can be done. .
Obtaining exact covers usually means that all states in the on-

or off-set must be known. An approximation algorithm produces

approximated covers of the on- and off-sets. Therefore, in this im-
plementation architecture, covers of on- and off-sets must satisfy
the following condition:

Definition 1 Two cover€y, (a:) andCo,,(a;) are said to be cor-
rectiff C5,,(a:) andCpy(a;) coverOn(a;) and Off(a;) respec-
tively andCp,, (a:) - C6yp(ai) C DC-set. O

If the covers do not satisfy the above condition, then the ap-
proximation is too loose and needs to be refined. If, on the other
hand, the covers are exact but still intersect outside the DC-set, then
this STG hasCSC problem. In this case it should be corrected by
changing the specification, e.g. by inserting additional signals.

Slices inSTG-unfolding segment

STG-unfolding segment Analysis of STGs usingSTG-
unfolding segment was studied elsewhere [9]. G-unfolding
segmentis a tuple’ = (7", P', F', L'y whereT", P' andF' are
sets of transitions, places and the flow relation, respectively, and
L’ is a labelling function which labelsach element of:’ as an
instance of elements @f. G’ is a partial order obtained from an
STG G by the process of its unfolding which starts from the initial
marking. The unfolding process uses the structural properties of
the constructed partial order to determine the relationsooflict
concurrencyndprecedencbetweeninstances. These relations are
used to decide where to instantiate the next element. The following
key notions were introduced in [4]:

¢ The min-set of transitions needed to fife including?t’, is
calledlocal configuratiorof ¢ and is denoted afg'].

¢ A set of place instances reached by firing all tifoss in
[t'] is calledpostset of ¢’] and is denoted g3']e. Mapping
a postset onto places of the origif®I G is calledfinal state
of [¢'] and gives a marking of the originaITG.

¢ Any non-conflicting and transitively closed set of traioss
of 7" is calledconfigurationC. The postset of a configura-
tion, denoted a€’e, is found from the postsets of tratisns
comprising it.



The unfolding algorithm examines only states reached through fir- 000 ¢
ing of an instance’ excited by a minimal set of causes. It is based
on the fact that no new information about the behaviour of the sys- &
tem can be obtained once the states started repeating. Thus the ___
algorithm constructs no new instances after any instahedose (P2
firing reaches an already examined state. Titamsinstancer.. is il
called acutoff transitionof the unfolding. o
In contrast taPN-unfolding [4], theSTG-unfolding takes into P51IPE) TN 8l
account signal interpretation &N transitions and keeps track of OO
the binary codes reached by triims firing. However, it still ex- -a gy
amines only a subset of all reachable states and thus is more effi-**
cient thanSG analysis for a vast number of examples. L
Each instance’ of STG-unfolding segment is assigned with
abinary code¢,,; which is reached by firing trait®ns in [¢].
Similar to its postset, the binary code corresponding to a config-
urationC' is calculated frong, of transitions comprising it. It
was shown in [9] that all states of t/®G are represented in the  Figure 2: An example of aBTG-unfolding segment and illustra-
STG-unfolding segment as postsets of some configuration. For tign of slices and cuts.
each instance’ labelled with signal transitiora; a set of tran-

sitionsnext(t') is defined as a set of instances labelled with the SG, for any two states, ands, represented as sequential cuts
reachable front’ without any intermediate trait®ns of a;. Set in a slice, all states on any path fromto s; are also represented
first(ai?]is a set of transitions af; first reached from the begin-  as cuts encapsulated info The number of cuts in the set of max-
ning of the segment. A special transition, calleial transition, cuts corresponds to the number of configurations (non-conflicting

is introduced In the unfolding to represent the initial state of the runs of theSTG) which include configuration producing the min-
STG. This transition, denoted ais, has a postset which maps onto  cut. The elements of th8TG-unfolding segment, i.e. places and

the initial markingmo and has an assigned binary cdge, equal transitions, bounded by instances in min-cut and max-cuts are said
to the initial binary stateo of theSTG. to belong to the slice.
It was demonstrated in [9] that 8TG-unfolding segment can A slice represents a subset of reachable states found BGhe

only be constructed for aBTG specification satisfying bounded- ~ for any STG bounded by the cuts defining it. As discussed ear-
ness and consistent state assignment criteria. The last general cofier, the synthesis of speed-independent circuits is based on finding
rectness criterion, semi-modularity, can be checked orSihe- subsets of reachable Sta‘_ﬁes. Therefore, slices @& unfolding
unfolding segment in linear time. segment can be used to identify and represent these subsets.
Cuts and slices are illustrated in Figure 2. Consider actt

. (p%, ps) in Figure 2(a). This cut is a minimal excitation cut for the
Cuts To represent a state 686G we define a cutA cut of STG- transition—c’ and is a minimal stable cut forb’. Another cut,
unfolding segmeris a maximal set of concurrent plagése P’. c = (ph,ps,p) is a maximal stable cut for transition instance
Each cutc of an STG-unfolding segment thus represents some ;' At the same time this is a maximal excitation cut for the
reachable marking of the origin&lTG. A sequence relation is de-  jnstancetb”. This example also illustrates the relations between
fined between two cuts, < c2 if Vp; € €2, 3p; € C1: p; < pi. cuts. Intuitively, if a transitiona; causesa’;, then the minimal
For each instanck the following four types of cuts are found. stable cut ofa; is the minimal excitation cut ofa; and vice versa.

Slice 81 = {(p1), {(r%,ps)}) (Figure 2(b)) encapsulates cut
¢ = (p4). Another sliceS- is defined between a min-c(it5, p5)
and a set of max-cut(p;, ps, ps )} and includes all cuts between

e A minimal stable cut 7" (¢'), which represents a state which  them. It is also possible to define a slice betwégh p) and

is reached by firing of’. {(ps, p5), (P2, pe, P& )} In this case the slice will include all cuts

but one enabling-a’. This slice, therefore, represents all states at

o A maximal excitation cut?**”(¢'), which represents a state ~ which signak is stable at “1”.

from which, in a correc8TG no advancement can be made Each cut is produced by some configuration of 8G-un-

unlesg’ is fired. folding segment. Hence, the binary codes of 8 states repre-

) , ) _sented by cuts encapsulated in a particular slice can be recovered

o A maximalstable cut***(¢'), which represents a state which by examining its cuts.

is relacrzied after firing otfé)lf_romhwhich firki]ng of a?yhtrar_lsi- |

tion leads to a state enabling the next change of the signa . .

labellingt'. J 9 S0 Synthesis fromSTG-unfolding segment

e A minimal excitation cut?""(¢'), which represents a state
at whicht’ becomes first enabled.

Each instance of th8 TG-unfolding segment uniquely identifies ~ Obtaining exact covers First, consider the problem of syn-
c™"(xa}) andc™ ™ (xa!) and thesetsof c*“ (xa}) andc ™**(xa;).  thesis from thesTG-unfolding segment'’ by finding exact covers
Thus each instance identifies states bounding the subset of the onfor the on-(off-)set. To implement an output signal of3iFG as an
set (or off-set) of:; which is found for this particular instance. atomic gate, its on-sefs required. Since itSG is represented as
anSTG-unfolding segment, the problem is to find a set of slices in
this segment which represents all states in the on-set, i.e. an on-set
partitioning of G’ for a;.

To define each slice we need to identify a min-cut and a set of
max-cuts. From all instances in ti8¥ G-unfolding segment only

Slices To represent a (connected) set of states we introduce a
notion of a slice of th&sTG-unfolding segment. Alice of STG-
unfolding segmerns a set of cutss = (c™", C™*") defined with

amin-cut of the inc_ec"_”", and aset of max-cutC™**, such that instances ofta;, may change the value of corresponding element
Ve, € S the following is true:c™"™ < ¢; and3c*** € C™* : in the binary codes. Furthermore, for each instapaé its min-
ci = ¢"**. No two cuts in the set of max-cuts are sequential. imal excitation cutc*'" (+a;) represents the first state at which

In other words, a slice is defined between one min-cut and a set{ 4! becomes excited. Any cut at whigha! is excited or stable at
of max-cuts. Every cut in between the min-cut and a max-cut is «q» must be sequential to™ " (+a/). A special case is the initial

encapsulated in the sli¢& Furthermore, for any two cuts; and

¢, encapsulated by, if c; < c;, then all cuts betweeo; andc; 20ff-set if an off-set implementation was chosen. In this case instances:f
are also encapsulated By Since each cut represents some state in  should be considered.




@ (b) ©

Figure 4: lllustration of cover approximation and refinement.

this place. It was pointed out in [6] that a cover for any set of
states can be found as an intersection of covers for places which

Figure 3: lllustration of synthesis from tH&TG-unfolding seg- are marked at each state. Thus a set of states at which a particular
ment. transition is excited can betind as an intersection MRs of its
preceding places. However, at the unfolding level the instances

transitionL of G'. If in the initial state of theSTG the correspond-  of transitions are known. The minimal excitation @™ (xa;)

ing bit of binary code was “1”, then the sgtrst(a;) will consist for each instancea! indicates where this instance becomes first
of the down instance-a!. In this case, the minimal stable cut of enabled. , ) o

L is the first cut from which this slice can be defined. Thus the set Any state reachable from**" (xa!), preserving the excitation

of minimal cuts, which is used to define a set of slices, is taken as f 44/, can only be reached by firing tratisns which are concur-

a sglt of ming[la; %XC”‘?‘“O”I cuts of Ts_tanﬁeaj; ."’.‘”Id the mianimaI rent toxa/. If a signal transition instancer’, is concurrent ta-a
stable cut ofl, if the signala, is at “1" in the initial state. Thus a then the \l/élue of its corresponding element in the binary coaé may
set of transitions, calleentry transitionsis identified on th&&TG take values of both “0” and “1”. A cover approximati6ii{a’) is

unfolding segment which includes all instancesiaf; and ma ! . ; .
includef if a? is at “1” in the initial state. y found from the binary codg assigned to the cut?*'” (xa}). Lit-

For complete definition ofach slice we needto determine a set erals corresponding to signals whose instances belosg te:;)
of max-cuts for each slice. The minimal excitation cut of any in- and are concurrent t{n; are substituted by “~"don’t care). Ap-
stance-a; represents the first state at whick; becomes excited. proximation reduces the number of literals in co@&ta!) and in-

This cut belongs to the off-set. creases the number of combinations coveredhy:). However,

For eachinstancea; the slice must be bounded by a set of cuts such approximation guarantees that no marking at whiétis ex-
which can be reached from min-cut without ékg —a;. The slice ; PP g N9 w1
is bounded by the maximal excitation cuts of immediate predeces-c'.tl‘led v;/as Iost.thFurthermﬁri,l fort(BESC-Cﬁmpél!antS_TtGa C2(ai)
sors ofnext(+a'), i.e. cuts at which an immediate predecessor of V! lgn Y coverl ose re_zc a Ie SI at_es Z?)VI e‘”d,'s fexrctlhe stan
a transition fromnext(+'a;) is the only transition to fire. This is /_orFe_xamp4e, co¥§| E.r caicu adlon (+d) g. € instance |
the furthest state to which advancement of the system can be madetd’ in Figure Wgﬁ? € binary code corresponding to its minima
from +a! without enabling-a;. In the case of initial transition the ~ €xcitation cut ™" (+d’) = (p>, p3, pa) is found from the binary
set of max-cuts for the first slice is chosen usffigst(a;). code of its local configuratiop+-d’| as§ = {1000000} (the order

Due to the unfolding algorithm, a particular configuration may of signals isabcde fg). There are four signalgh, c,e, f} whose
contain no instances ofa;. This may happen if the configuration  instances belong to the slice and are concurrertdd Thus the
contains a cutoff transition, or simply leads to a deadlock. In this ER cover approximation for-d’ will be C*(+d') = {1 — —0 —
case the cut reached by such configuration bounds the slice. —0} = adg.

Thecc?nnzigter asr)t/irt}E)hn?rsnisz]fgthstiagsng”rrr?&t?gs%xc?vxr/rr]\pilr? lérl‘ E;gu:%reTlﬁere The rest of the states in the on-set which are represented as
are two instgnce&b’ e?nd—i—b“ angd one instance b’ T%us there cuts encapsulated by, (xa;) can be approximated by taking
are wo slicesSL,,, (+b') = (), {(p%, pb) 1) ands2, (+b") = cover approximations foMRs of places belonging t6 ¢, (+a;)
(o, p5), {(pL, b, p/)]) representing states from the on-set and and sequential to tk/\g entry transition of_the sllce.* .
one sliceSog; = ((pb), {(p!)}). Once the slices are defined _ For each place; its MR approximation cove€s,, (p;) is ob-

s o LWL S/ . . ' tained from the binary codert,] assigned to its preceding tran-
the set of states represented by these slices is fomd(b) = . o Tt ) o
{100, 101, 110, 111} andOn? (b) = {001, 011}. The on-setcover  Sition. Similar toER approximation, any marking at whigl is
is ob7taine7d from slices @&, = On' (b) U On?(b) = {100, 101 marked can only be reached by firing traiesis concurrent tg;.
110, 111, 001, 011} which gﬁer standard boolean transformation Thus Ilte/rals corrgsonding (o signals whose mst%n,(,:es belong to
guesCo, = {1 S 1) S el mplementaton >0yl 0 S Soneurnu e picety S
were chosen, then the cover woulddg;; = {010, 000} = ac. all states at whiclp; is marked with any other concurrent place
L . . . p;. Thus only mutually non-concurrent subset of places belong-
Deriving cover approximation from STG-unfolding ing to Sy, (+a!) can be considered. A set of such places is called
segtj_mentﬁ Th? synthes% progedllirtal]gescrlbed in the p{?‘”ou.st.SUb'approximation sef’;. Furthermore, aMR cover approximation
section suffers from one drawback. If many concurrent transitions : i ;
belong to a slice, then obtaining the binary codes for all cuts will n;]ust not cover markings e_nab:‘mg |nstan¢ehs ’Text(.*a})‘ Tzus,
suffer from exponential explosion of states. Tatleathis an ap- ~ the MR cover approximation for any such plapg is found as
proximation method is suggested. _ C(p1) = 2. €5 (pr) whereC?, (pp) is a cover approximation found
ota B o1 0deS S e entfied I or set S9! for i wih a Setof concurfet signal nstances exclucing an -
“1”. The former is traditionally callee@xcitation regionER) and stancet), immediately preceding;. To reduce the size d¥IR
the latterquescient regiofQR) of +a;. A set of states at which ~ COVer approximations, it is also convenient to choeso that
a particular place; is marked is called anarked regio{MR) of it includes one input place from each instancexét(+a;). The



cover approximation for each slic8q,,(+a!) representing the

states from the on-set of signalis therefore calculated as: for eachimplementable signai; do
Find sets of on- and off-sliceS;JO andsg
* ! * ! * ' ' ' n ff
Coplar) = C2(+ai) + ZCmT(PzL pE P, for eachsliceS7,  do
Find approximation seP,,
whereC?(+a}) may be empty if the entry transition 6f,,, (+a?) ¢y, =Ct) + [YChin(p)) : v} € PL]
is the initial transition of the segment. end do
Consider approximation of the on-set cover for sigaal shown for eachsliceS%. ., do

in Figure 4(b). The slice representing states from the on-setis found i os - ;

N / A o b Find approximation sef’;
aSSOn(+Cl_) —<(P1)7{(P77P87P9)7(P67P87P10)_7 (P57P97P10)}_>- ) N [ . ' '
To approximate states represented by this slice an approximation Coff =CR(te) + [Z Cor(p)) Py € Pa]
set is chosen a®, = {pi,p%,pio}. The initial values foMR end do o
cover approximations for plagé andp’ are found using of their /* initial approximations und */
predecessorsa’ and—+d’ respectively. Both places have the same while C%, - Coyp # 0 then do
set of concurrent instances of other signals. TR cover ap- for eachC,, (p}) andC*(tL) : C3,, (p}) - C*(tL) # B do
proximations are found &%, (py) = {1 — -0 — —0} = adg and Find the set of offending signaf&y
Crr(ph) = {1 — =1 — —0} = adg. Placepy,, on the other hand, Choose offending signal; from Szg
is an input to—a’ € next(+a’). Therefore itsMR cover approxi- Find refining set; for p; w.rt. a;
mation is found a8 (pio) = C}/(plo) + Ci(plo) = {1 — =1 — Chew(®}) = Char (0)) - [SChi(0}) + p), € P
01}U{1——10—1} = adfg+adeg. Thereis only one state in the Find refining set?;. for ¢, w.rt. a;
ER of +a’ which is covered by a covet*(+a’) = {0000000} = Chew(tl) = CH(th) - [ S Ci(p}) + ), € P
abede fg. The cover approximation representing the on-set isf end do
found as’y,,, (a) = abedefg + adg + adg + adfg + adeg. endShd do

Cover refinement Due to the approximated nature of the cov-  Figure 5: Algorithm for deriving on- and off-set cover approxima-

ers, an on-set cover found from t88 G-unfolding segment may tions fromSTG-unfolding segment

implement an incorrect function. Indeed, if a output signal is imple-

mented using an on-set cover approximation which covers a state

belonging to the off-set, then the output will change to “1” where , PR .

it is suppose to be “0”. Thus cover approximations obtained using thatvpi € Pr : 2||pj.. Furthermore, the setis chosen so that for at

the algorithm described before need to be checked. To check covereast one signal; from Sig for eachits instancg, € ¢, (+a;)

correctness both on- and off-set cover approximations are required.one of the successors df is in /. Thus each refining step will
Suppose that both approximated covers for the on- and off-set refine at least one signal froiig. A refined coverCy..,(¢') is

of a; were obtained. Suppose also that Ithglrllntersecﬁon IS NON- pptained from the old approximation ag*.,,(z') = C*(2') -

empty. The covers’ intersection may only belong to the DC-set. ¥ / ) oo g e

However, to find the DC-set all codes in both on-set and off-set [ (vi)] . pi € P CoverCy,., (py) is a restrictedVR cover

must be known. Therefore, to ensure the covers implement the for pj, where only those literals are setto “~” whose instart{igs,

logic functions correctly we check a stronger citiosh: approxi- ~ belong toS (,, (a}) and are successorsof.

mated covers for on- and off-set are said to be correctif their in-nformally, at each step the refinement procedure restores the

tersection is empty The approximation produces semi-optimised - marking component of reachable states represented by the slice.

covers. Exact covers have their intersection empty by construc- |t finds a set of places which can be marked together with each al-

tion. Therefore, if the covers’ intersection is non-empty, then they ready partially restored marking. The cover function is then changed

need to be refined until their intersection becomes empty, possibly reflecting the fact that partially restored markings now include found

restoring the exact covers. Thus the use of a strongerittmmd places. Thus in the end, when the procedure terminates, the covers

only affects the quality of optimisation rather than correctness of correspond to fully restored markings and cover only states with
covers. |If after complete refinement on- and off-set covers still these marking components.

intersect, then thiSTG has aCSC problem and cannot be imple- Since each step refines the value of at least one variable and
mented without changes to the specification. Correct refined coversthe set of signals is finite, the refinement procedure will terminate
can be optimised using any known minimisation technique. in finite number of steps producing an exact cover for the states

The pseudo-code of the algorithm for deriving covers for on- represented the slic®y,, (+a’).

and offsets is shown in Figure 5. The initial on- and off-set cover . . -
approximations are foundgas described in the previous Subsection, _Considera fragmﬁnt @TG-unfolding Segmenééhowr; In Fclig-
If the approximated covers’ intersection is not empty, then these Ur€ 4(C). Suppose that on-set cover approximadigy), , foun
covers are refined. Only concurrency relation was used for finding with approximation seP,, = {p1, p, p5, ps }, intersects Wlthf*off
approxim?ted covers. Other relations between transitions concur-,. <ome signal. Suppose also that a ciibe- de which is anMiR
rent toxa; were ignored. The general idea behind refinement is P ; : ) - g
that using these r%lations somegof the information about the coverSove" approxm?tloﬁn of place, cellus_,esf this non eTpty ntersec
is restored. Covers are refined until “they are good enough”, i.e. tion. The set of offending signals is found &8y = {a,b,c}.

’ Leta be the signal chosen for refinement. Its only instance which

covers'’ intersection becomes empty. hould b din refi tisd' A refi Cset is ch
The on- and off-set covers’ intersection may become non-empty Should be used in refinement4sa . A refinement set Is chosen
as P, = {pb,ps,p7,ps}. Consider calculation of the restricted

due to approximation d¥IR cover for some places in the approxi- 7 b ; . .
mation set. TheskIR cover approximations may intersect with the MR cover approximation fop;. The only instances which can be
ER cover approximations of some instances of the opposite signal used in approximation is-¢’ as other concurrent instancesq
transition. In this case only cover approximations for these places and+d’, precedep;. ThusCjy.(py) = {1001—} (the order of
(but not all in the approximation set) and the instance of opposite signals isubcde). Similar, MR cover approximations are found for

signal transition need to be refined. The set of sighaiswhich ~ other places in?;. The refined cover approximation is thus found
cause the intersection is also known. These are exactly those sigas:C>. ., (p) = {— ——10}N[{1001-}uU{1101-}u{1111-}U
nals whose value is undefined in one of the cuBes C*. Thus {0111—}] = acde + bede.

we need to consider a problem of refining a cover approximation
for an elemens’ of STG-unfolding segment wittszg.

To restore some of the relationsedining setP/ is constructed
from non-concurrent places belonging to the sigg,, (+a;) such

The resulting cover is an exact coverMR for placeps. Note
that if simplyMR cover approximatiof;,, . (p3) = b were chosen
for p4, then refinement would not refine



count for all three tools was the same. Both SIS and Petrify exhibit
doubly exponential growth of time taken. The first dependency is
due to the state space explosion, the second is due to the exponen-
tial complexity of the exact synthesis process used in both tools. In
addition, we synthesised a Counterflow pipeline specification [11]
which has 34 signals. From the existing tools, only Petrify was able
to synthesise it taking more than 24 hours. At the same time PUNT
was able to synthesise it in under 2 hours thus giving an order of
?agnitude gain in speed. This is shown on the graph as a circled
ot.
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In this paper we presented a new method for synthesis of speed in-
dependent circuits. Our approach is based orSth&-unfolding
segment. It uses the segment as a model from which an implemen-
tation is obtained. As the size of ttf&TG-unfolding segment is
often smaller than the size of &G, it is possible to synthesise
specifications of larger sizes. In addition, due to the smaller size of
the semantic model, the implementation can be achieved faster on
a number of moderate sized examples. We demonstrated applica-
bility of our method on an existing set of benchmarks.

Future development of this method can be directed into explor-
ing heuristics for the refinement procedure, which is the core of
our method. In adtion, this method can be adapted to the other
implementation architectures. In this case, the approximation will
be used to obtain the excitation functions for memory elements
by finding the slices corresponding to the required regions of the
SG. Furthermore, the method can be enhanced by accommodating
checks for weaker correctness conditions for approximated covers.

Table 1: Experimental results
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