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Abstract
In this paper, we address the problem of verifying the equivalence of two sequential circuits. A hybrid approach that combines the advantages of BDD-based and ATPG-based approaches is introduced. Furthermore, we incorporate a technique called partial justification to explore the sequential similarity between the two circuits under verification to speed up the verification process. Compared with existing approaches, our method is much less vulnerable to the memory explosion problem, and therefore can handle larger designs. The experimental results show that in a few minutes of CPU time, our tool can verify the sequential equivalence of an intensively optimized benchmark circuit with hundreds of flip-flops against its original version.

1. Introduction
State-of-the-art synthesis tools optimize circuits with respect to various constraints such as area, performance, power dissipation and testability. These tools can apply sequential transformations to a circuit and therefore may result in an optimized network with a different number of flip-flops [14,4,20]. Even though these transformations are correct by construction, the software programs that implement these transformations are highly complicated and may not be error-free. Therefore, verifying the correctness of an optimized circuit is necessary. For those circuits that have been manually changed to satisfy the timing or power dissipation requirements in the late design cycle, verification is even more important. Recently, several efficient techniques for verifying a sequential circuit based on Binary Decision Diagrams (BDD’s) have been proposed [6,5,21,8]. In these approaches, the circuits are regarded as finite state machines and characterized by a transition relation and a set of output functions using BDD’s. A product machine is constructed and its state space is traversed. Most of them assume a reset state, and employ a breadth-first traversal algorithm to compute the set of reachable states. The equivalence of these two machines can be proved by checking the tautology of every primary output of the product machine. Due to the memory explosion problem, these approaches can easily fail for large designs. The use of BDD dynamic ordering techniques [19] can extend the capability of these state-traversal-based approaches. However, this extension still has limitations in handling large designs.

Exploring the structural similarity between the two circuits under verification has been shown to be effective to reduce the complexity of verifying combinational circuits [2,13,12,18,11,15]. We extended this idea to verify sequential circuits [9]. In this extension, sequential Automatic Test Pattern Generation (ATPG) techniques [3,7] are used to identify equivalent flip-flop pairs and equivalent internal signal pairs. A computational model called miter [7,2] is constructed and sequential backward justification technique is employed. We implicitly regard the verification problem as a search process for an input sequence that can differentiate the given two circuits, instead of trying to compute all reachable states in one shot. The problem is divided into a set of easier sub-problems: verifying equivalent flip-flop pairs and internal signal pairs. But because the search space for each sub-problem is still very high, we further developed several techniques to cut down the search space.

A pre-processing algorithm was recently developed for retimed circuits [10] to increase the internal structural similarity of the retimed and the reference circuits. Through such an algorithm, the complexity of verifying retimed circuits is dramatically reduced.

The efficiency of this approach relies on the techniques for identifying the equivalent internal signal pairs. Based on an observation that a high percentage of equivalent pairs can be identified by only considering a small subcircuit surrounding the candidate signal pair, we developed an algorithm for identifying these signal pairs for combinational circuits by only constructing local BDD’s. The BDD’s are incrementally expanded on demand during the verification process. This enhancement makes our approach less sensitive to the circuit’s structural similarity.

Two other new developments further strengthen our approach. First, a more effective procedure that combines the advantages of the BDD-based and ATPG-based techniques is introduced. Secondly, we extend the local BDD-based verification engine for sequential circuits. This technique, referred to as partial justification, enables our framework to handle much larger sequential designs.

The rest of this paper is organized as follows. In Section 2, we review our earlier framework. In Section 3, we describe our new procedure and the algorithm of partial justification. We present the experimental results in Section 4 and give the conclusion in Section 5.

2. Preliminary
2.1 Computational model
A sequential circuit is regarded as a set of interconnected components with primary inputs and primary outputs. These components could be flip-flops or logic gates. If the circuit cannot be reset to an unique reset state externally, several different definitions of sequential equivalence, such as post-synchronization equivalence [16], safe replaceability [17], and 3-valued safe replaceability [9] can be used. We assume the circuit has an external reset state in this paper, but the discussion can be easily extended for checking other definitions of equivalence. The verification is performed on the computational model called miter as shown in Fig. 1. Each primary output pair is connected to an exclusive-OR gate (whose output is denoted as $g$). The specification and implementation are denoted as $C_1$ and $C_2$ respectively. For simplicity without losing generality, we assume $C_1$ and $C_2$ are both single output circuits, and their outputs
are \( o_1 \) and \( o_2 \) respectively. The problem is to decide if the response of \( o_1 \) is equivalent to \( o_2 \) for all possible input sequences.

**Definition 1** (Signal pair): \((a_1, a_2)\) is called a signal pair if \( a_1 \) is a signal of \( C_1 \), and \( a_2 \) is a signal of \( C_2 \).

### 2.2 The basic ATPG-based framework

We review the procedure of using a sequential ATPG program for verification in this sub-section. We first build the miter of the two circuits, and then perform a modified ATPG process to search for a test of \( g \) stuck-at-0 fault using the reverse-time processing technique on the iterative array model as shown in Fig. 2. Since we are dealing with an output fault, the forward fault-effect propagation is not necessary. The search process consists of two stages: (1) fault injection, and (2) sequential backward justification.

During the process of backward justification, value assignments at the present state lines of each time-frame is called a state requirement, denoted as \( sr \), which can be considered as a state-cube. We decompose a state requirement into two parts: the state requirement for \( C_1 \), \( sr_1 \); and the state requirement for \( C_2 \), \( sr_2 \). For example, \( sr = (sr_1 | sr_2) = (uuu | uuu) \), where \( u \) means “no requirement” at that particular state bit. We monitor each state requirement generated during this process. If the reset state, e.g., \((000 | 000)\), is contained in a newly generated state requirement, then it indicates a test sequence has been found and the justification process terminates. In the example of Fig. 2, \( T = (v_1, v_2, v_1) \) is a test sequence for \( g \) stuck-at-0 because the reset state is contained in a state requirement \((uuu | uuu)\) after the justification of 3 time frames. On the other hand, if the state requirement does not contain the reset state, it needs to be further justified by expanding another time frame until it is eventually justified or proven unjustifiable. If all the state requirements ever generated in this backward justification process are proven unjustifiable, then no distinguishing sequence exists and \( C_1 \) is equivalent to \( C_2 \). Note that this is a recursive search process, and the number of state requirements may grow rapidly. For the cases when the given two circuits are indeed equivalent, the above branch-and-bound search would be very time-consuming, and thus, requires some speed-up techniques. We developed a procedure to take advantage of the similarity between the circuits for this purpose. This procedure has two major steps: (1) identify equivalent flip-flop pairs, and (2) identify equivalent internal pairs.

### 2.3 Identifying equivalent flip-flop pairs

The main idea of identifying equivalent flip-flop pairs is to pair up candidate equivalent pairs by name comparison, if possible, or by simulation of some random patterns at the beginning. A signal pair will be a candidate pair if their responses to the random sequence are identical. After the initial candidate set has been constructed, we employ an iterative process to incrementally filter out those false candidate flip-flop pairs (flip-flop pairs that are actually inequivalent). At each iteration of this filtering process, we construct a new intermediate model as shown in Fig 3. In this model, every candidate flip-flop pair is assumed equivalent and connected together. In Fig. 3, the initial candidate set is \((y_1, z_1), (y_2, z_2)\). Also the inputs of the candidate flip-flop pairs are treated as pseudo primary outputs and referred to as candidate next-state line pairs (NS-pairs), e.g., \((Y_1, Z_1), (Y_2, Z_2)\) in Fig 3. Equivalence checking is performed for every candidate NS-pair on this model. If a candidate NS-pair is not equivalent in this model, then its associated flip-flop pair is a false candidate, and should be removed from the candidate set. As soon as a false candidate flip-flop pair is identified, the assumption of the present state line pairs (PS-pairs) of all candidate pairs including the identified false pair being equivalent is proven incorrect. Therefore, the identified false pair is removed and a new iteration starts with a smaller candidate set. This iterative process will stop when all candidate NS-pairs are proven equivalent in the intermediate model. It can be proved by induction that when such a stable condition is reached, all candidate pairs that survive this filtering process are indeed equivalent, and those flip-flop pairs that are filtered out are indeed inequivalent.

This filtering procedure may need several iterations to reach a stable condition. However, it is still much more efficient than a primitive method that identifies equivalent flip-flop pairs directly without assuming the equivalence of every candidate PS-pair. The efficiency of this method is due to three main reasons: (1) The search space of the distinguishing sequences for each candidate NS-pair is dramatically reduced because of the bounding effects created by merging the PS lines of every candidate pair. (2) The
number of flip-flops are reduced in the intermediate model at each iteration. (3) Merging the candidate flip-flop pairs creates more common supports for the two circuits’ combinational portions. Therefore, a lot of sequentially equivalent internal signal pairs are converted into combinationally equivalent. These pairs can then be explored much more easily.

At each iteration of the above procedure, checking the equivalence of each candidate NS-pair is still computationally expensive for large circuits. Identifying and merging the internal equivalent signal pairs can further improve the efficiency. In [11], a process of verifying combinational equivalence is performed in stages. The internal equivalent pairs are identified from the primary input side towards the primary output side using a modified A TPG. Once an equivalent pair is identified, they are merged to prune the miter and speed up the subsequent verification process. We integrate the BDD-based and the A TPG-based techniques to extend this idea for sequential circuits. We identify not only combinationally equivalent but also sequentially equivalent signal pairs.

### 2.4 Identifying equivalent internal signal pairs

The A TPG-based approach is efficient if the given two circuits have significant structural similarity. But for circuits optimized through extensive transformations, a pure ATPG-based technique may not be sufficient. For such cases, proving equivalent internal signal pairs can be done by constructing local BDD’s [11,15]. Fig. 4 shows the idea of proving an internal equivalent pair for combinational circuits by constructing local BDD’s. Suppose the primary inputs are \(x_1, x_2, x_3\) and the target pair is \((a_1, a_2)\). We select a set of supporting signals in the fanin cones of signals \(a_1\) and \(a_2\). If we can prove that for all value combinations at these supporting signals, \((a_1, a_2)\) is an equivalent pair, then they are indeed equivalent. Otherwise, we expand the support towards the inputs incrementally until a proper support is found to prove the equivalence, or the number of expansions exceeds a pre-defined limit. Our experiments on the combinational benchmark circuits optimized by extensive scripts (such as script.rugged) show that a large number of equivalent pairs can be identified using this sufficient criterion. In Section 3, we will show how to incorporate this idea into the basic ATPG-based framework for sequential circuits.

### 3. Hybrid Algorithm

In this Section, we describe the integrated procedure for verifying sequential circuits. The procedure is based on the combination of a robust local BDD-based engine and the effective search for a counter-sequence using ATPG. The overall flow is shown in Fig. 5. There are three major phases: (1) Run simulation with a random sequence to find the candidate equivalent flip-flop pairs and internal pairs. (2) Identify equivalent flip-flop pairs and simplify the miter. This phase is very efficient and is based on both BDD-based and ATPG-based techniques. In detail, this phase is an iterative process and has three steps for each iteration. First, we assume that every candidate flip-flop pair is equivalent, and therefore connect the present state lines (PS lines) of each candidate pair together. Second, based on this assumption, internal equivalent pairs are identified and merged in stages. Third, the next state lines of each candidate flip-flop pairs are verified to decide if the process has stabilized. If yes, exit the loop. Otherwise, remove the false candidate pair from the candidate list and continue with another iteration. Note that this is a monotone filtering process, and thus, the process will always terminate. Identifying equivalent signal pairs in this process is based on a symbolic backward justification technique to be described in the next subsection. (3) Check the equivalence of each primary output pair. We use the local BDD-based approach followed by an ATPG search if necessary.

### 3.1 Symbolic backward justification

In this sub-section, we describe a symbolic algorithm to check the equivalence of a signal pair \((a_1, a_2)\). The process is performed on the iterative array model of the miter. The difference is that we do the backward justification in a symbolic way instead of performing a branch-and-bound search.

At the last time frame of this procedure, we treat \(a_1\) and \(a_2\) as pseudo outputs and compute the set of value combinations at primary inputs (PI’s) and present state lines (PS’s) that can differentiate this target pair (i.e., setting to ‘1’). Fig. 6 shows an illustration. We call the characteristic function of this set as the discrepancy function at time frame 0, denoted as \(Disc^0(a_1, a_2)\). We smooth out all the primary inputs to obtain a new function in terms of the present state lines only. This new function, denoted as \(SR^0(a_1, a_2)\), characterizes the set of the state requirements at the last time frame.
frame for differentiating \((a_1, a_2)\). For the rest of the paper, the superscript of a notation indicates the index of the associated time frame. The index of the last time frame is 0 and it increase in a backward manner as shown in Fig. 6.
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**Fig. 6:** Symbolic backward justification for checking if \(a_1 = a_2\).

Once we have derived \(SR^0(a_1, a_2)\), the symbolic backward justification process in the following should be performed to decide whether \(SR^i(a_1, a_2)\) can be justified. This is done by a series of pre-image computations. At each time frame \(i\), \((i > 0)\), \(SR^i(a_1, a_2)\) is derived by computing the pre-image of \(SR^{i-1}(a_1, a_2)\) followed by smoothing out all primary inputs. A number of existing techniques using BDD’s for pre-image computation can be directly applied.

Similar to our original ATPG-based framework, the terminating conditions should be checked at each time frame to see if another backward time frame expansion is needed. Assume the current time frame index is \(i\), then the three terminating conditions are as follows. (1) Justified condition: when the reset state is contained in \(SR^i(a_1, a_2)\). (2) Conflict condition: when \(SR^i(a_1, a_2)\) is the zero function. (3) Fixed-point (or cyclic) condition: when \(SR^i(a_1, a_2)\) is contained in \(SR^j(a_1, a_2)\) for some \(j < i\). During this symbolic backward justification, if conditions (2) or (3) are encountered, then the target signal pair are equivalent. Otherwise they are not equivalent. The algorithm is detailed in Fig. 7.

```plaintext
Symbolic-Equivalence-Checking \((a_1, a_2)\)
{
  compute discrepancy function \(Disc^0(a_1, a_2)\) at the last time frame.
  derive the state requirement function \(SR^0(a_1, a_2)\) by smoothing out PI’s.
  \(SR = SR^0(a_1, a_2)\);
  \(*---------- symbolic backward justification -------*/
  while(1)
    c = check_terminating_conditions(SR);
    switch(c)[]
      case JUSTIFIED: return(DIFFERENT);
      case CONFLICT: return(EQUIVALENT);
      case FIXED-POINT: return(EQUIVALENT);
      default: New=compute_preimage_and_smooth_out_PI’s(SR); break;
    }\[\]
    SR = SR \cup New;
  }
}
```

Fig. 7: The symbolic algorithm to check the equivalence of a signal pair.

### 3.2 Partial justification

The above symbolic backward justification may cause memory explosion for circuits with a large number of flip-flops. Hence, we further incorporate a simple technique called *partial justification* to target for some practical designs. This technique can be used during the process of identifying the equivalent flip-flops pairs, internal equivalent pairs, and the process of checking primary output equivalences.

Assume that all the candidate present state line pairs are connected together at each time frame and the identified equivalent internal pairs in the fanins of \((a_1, a_2)\) have been merged. Now the verification process proceeds to check if \(a_1\) is equivalent to \(a_2\). At the last time frame, instead of computing discrepancy function in terms of the PI’s and PS’s directly, we select a local cutset in this air’s fanins. This cutset is denoted as \(\lambda_0\). We use \(Disc_{\lambda_0}^0(a_1, a_2)\) to denote the characteristic function of the set of value combinations at \(\lambda_0\) that can differentiate \((a_1, a_2)\). Note that all cutset signals n \(\lambda_0\) should be previously identified as equivalent to their corresponding signals, and have been merged with their corresponding signals. Suppose we incrementally backward expand this cutset for a number of logic levels within the same time frame and still cannot prove the target pair is equivalent (i.e., \(Disc_{\lambda_0}^0(a_1, a_2)\) is not the zero function), then we stop and pessimistically assume that they are not combinationally equivalent. We then proceed to the partial justification process to check if they are sequentially equivalent.

To start this process, we first smooth out the signals in \(\lambda_0\) that are not present state lines from \(Disc_{\lambda_0}^0(a_1, a_2)\) to obtain a partial state requirement function \(SR_{\lambda_0}^0(a_1, a_2)\). This function characterizes a necessary condition that should be satisfied at the present state lines to differentiate \((a_1, a_2)\). Similar to the complete symbolic justification, a number of time frames may need to be explored until one of the three terminating conditions is met. For simplicity, we only select one cutset at each time frame \(i\), denoted as \(\lambda_i\). We derive \(SR_{\lambda_i}^i(a_1, a_2)\) from \(SR_{\lambda_{i-1}}^{i-1}(a_1, a_2)\) by pre-image computation and smoothing out non-PS supporting signals in \(\lambda_i\). After this process of partial justification, if the objective of differentiating \((a_1, a_2)\) turns out to be unjustifyable, then \((a_1, a_2)\) is equivalent. But on the contrary, if the partial state requirement function can be justified, then no conclusion can be made.

Selecting a good cutset is essential for improving the performance of verification. Similar to the combinational cases (as shown in Fig. 4), we expand the cutset dynamically from the target pairs towards the primary inputs and present state lines at each time frame. We use a simple heuristic that looks backwards for a number of levels to select a cutset with a small number of signals. Our experiments showed that this simple heuristic for expanding the cutset dynamically results in a very high percentage of equivalent pairs even for a fully optimized circuit. When no conclusion can be reached using this heuristic, the false negative problem may occur, i.e., our algorithm fails to identify an equivalent pair even though they are indeed equivalent. In that case, if the target pair are internal signals, we assume they are inequivalent pessimistically. If the target pair is a flip-flop pair or primary output pair, then we rely on the ATPG to resolve the false negative problem or to find a distinguishing sequence.
3.3 Example

Fig. 8 shows an example. This example has four primary inputs \( x_1, x_2, x_3, \) and \( x_4 \). \( C_1 \) and \( C_2 \) contain sequential sub-networks, \( sub_1 \) and \( sub_2 \), respectively. Suppose the outputs of these two sub-networks, \( s_1 \) and \( s_2 \), are proven equivalent. In addition to these two sub-networks, \( C_1 \) (\( C_2 \)) has two flip-flops denoted as \( z_1 \) and \( z_2 \) (\( Y_1 \) and \( Y_2 \)) respectively. We make no differentiation between a logic gate and its output signal except for the flip-flops. The outputs of \( z_1 \) and \( z_2 \) (\( Y_1 \) and \( Y_2 \)) are the present state lines and denoted as \( s_1 \) and \( s_2 \). The verification procedure is detailed as follows.

(Step 1): Perform simulation for a large number of random vectors to find the set of candidate flip-flop pairs \( \{(Z_1, Y_1), (Z_2, Y_2)\} \), and the set of candidate internal pairs \( \{(a_1, a_2), (b_1, b_2), (c_1, c_2), (d_1, d_2)\} \).

(Step 2): Identify the candidate present state lines pairs \( \{(z_1, y_1), (z_2, y_2)\} \) are equivalent and connect each PS-pair together.

(2.1) Assume the candidate present state lines \( \{(z_1, y_1), (z_2, y_2)\} \) are equivalent pairs. Suppose that \( s_1 \) and \( s_2 \) are equivalent pairs. Therefore, we replace \( s_1 \) by \( z_2 \) and \( s_2 \) by \( z_2 \). Then the distinguishing vector \( \{(y_1, z_1), (y_2, z_2)\} \) is an empty set, and thus a conflict has been reached. Signal pair \( (d_1, d_2) \) is sequencially equivalent and can be merged together.

(3.2): Check output pair \( (o_1, o_2) \) using local BDD’s. They can be proved equivalent by selecting \( \{(y_1, z_2)\} \) as the cutset.

(Step 3): Run an ATPG program on the simplified miter. This is not necessary in this example.

4. Experimental Results

We have implemented the described framework in C language in the SIS environment [8]. It also integrates a sequential ATPG program stg3 [1]. We tested it on a suite of ISCAS89 benchmark circuits optimized by \texttt{script.rugged} script using SIS. The optimization process reduces the number of flip-flops for circuits s641, s713, s5378, s13207, and s15850. For these circuits, combinational verification programs cannot be used even if the inputs (outputs) of the flip-flops are treated as pseudo-outputs (pseudo-inputs). Our program automatically verified that these optimized circuits are indeed sequentially equivalent to their original version directly.

Table 1 shows the results of the experiments. The meaning of each column is explained as follows. (1) \( # \) nodes (original / optimized).

Table 1: Results of verifying circuits optimized by \texttt{script.rugged} of SIS

<table>
<thead>
<tr>
<th>Circuit</th>
<th># nodes original / optimized</th>
<th># FFs orig. / opt.</th>
<th># internal equiv. pairs (comb / seq)</th>
<th># equivalent FF-pairs (comb / seq)</th>
<th># equivalent PO-pairs (comb / seq)</th>
<th>Verify Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>s208</td>
<td>56 / 42</td>
<td>8 / 7</td>
<td>9 / 7</td>
<td>8 / 7</td>
<td>1 / 1</td>
<td>2</td>
</tr>
<tr>
<td>s298</td>
<td>75 / 65</td>
<td>14 / 14</td>
<td>17 / 17</td>
<td>14 / 17</td>
<td>6 / 6</td>
<td>2</td>
</tr>
<tr>
<td>s344</td>
<td>124 / 104</td>
<td>15 / 15</td>
<td>20 / 20</td>
<td>15 / 15</td>
<td>0 / 0</td>
<td>2</td>
</tr>
<tr>
<td>s489</td>
<td>177 / 101</td>
<td>15 / 15</td>
<td>20 / 20</td>
<td>15 / 15</td>
<td>1 / 1</td>
<td>2</td>
</tr>
<tr>
<td>s832</td>
<td>101 / 192</td>
<td>21 / 21</td>
<td>28 / 28</td>
<td>21 / 21</td>
<td>6 / 6</td>
<td>2</td>
</tr>
<tr>
<td>s306</td>
<td>118 / 160</td>
<td>6 / 6</td>
<td>7 / 7</td>
<td>6 / 6</td>
<td>2 / 2</td>
<td>2</td>
</tr>
<tr>
<td>s409</td>
<td>118 / 160</td>
<td>6 / 6</td>
<td>7 / 7</td>
<td>6 / 6</td>
<td>2 / 2</td>
<td>2</td>
</tr>
<tr>
<td>s420</td>
<td>140 / 174</td>
<td>6 / 6</td>
<td>7 / 7</td>
<td>6 / 6</td>
<td>2 / 2</td>
<td>2</td>
</tr>
<tr>
<td>s510</td>
<td>179 / 115</td>
<td>6 / 6</td>
<td>7 / 7</td>
<td>6 / 6</td>
<td>2 / 2</td>
<td>2</td>
</tr>
<tr>
<td>s520</td>
<td>141 / 116</td>
<td>6 / 6</td>
<td>7 / 7</td>
<td>6 / 6</td>
<td>2 / 2</td>
<td>2</td>
</tr>
<tr>
<td>s551</td>
<td>128 / 100</td>
<td>19 / 17</td>
<td>4 / 10</td>
<td>19 / 17</td>
<td>23 / 16</td>
<td>11</td>
</tr>
<tr>
<td>s574</td>
<td>157 / 99</td>
<td>19 / 17</td>
<td>4 / 10</td>
<td>19 / 17</td>
<td>23 / 16</td>
<td>11</td>
</tr>
<tr>
<td>s602</td>
<td>260 / 127</td>
<td>5 / 5</td>
<td>6 / 6</td>
<td>5 / 5</td>
<td>16 / 10</td>
<td>11</td>
</tr>
<tr>
<td>s622</td>
<td>262 / 130</td>
<td>5 / 5</td>
<td>6 / 6</td>
<td>5 / 5</td>
<td>16 / 10</td>
<td>11</td>
</tr>
<tr>
<td>s688</td>
<td>288 / 162</td>
<td>32 / 32</td>
<td>32 / 32</td>
<td>32 / 32</td>
<td>1 / 1</td>
<td>2</td>
</tr>
<tr>
<td>s719</td>
<td>305 / 237</td>
<td>18 / 18</td>
<td>24 / 24</td>
<td>24 / 24</td>
<td>6 / 2</td>
<td>2</td>
</tr>
<tr>
<td>s722</td>
<td>287 / 286</td>
<td>18 / 18</td>
<td>24 / 24</td>
<td>24 / 24</td>
<td>6 / 2</td>
<td>2</td>
</tr>
<tr>
<td>s744</td>
<td>491 / 350</td>
<td>6 / 6</td>
<td>7 / 7</td>
<td>6 / 6</td>
<td>2 / 2</td>
<td>2</td>
</tr>
<tr>
<td>s488</td>
<td>501 / 359</td>
<td>6 / 6</td>
<td>7 / 7</td>
<td>6 / 6</td>
<td>2 / 2</td>
<td>2</td>
</tr>
<tr>
<td>s494</td>
<td>558 / 305</td>
<td>6 / 6</td>
<td>7 / 7</td>
<td>6 / 6</td>
<td>2 / 2</td>
<td>2</td>
</tr>
<tr>
<td>s570</td>
<td>1047 / 588</td>
<td>167 / 162</td>
<td>232 / 232</td>
<td>232 / 232</td>
<td>49 / 49</td>
<td>12</td>
</tr>
<tr>
<td>s589</td>
<td>1481 / 599</td>
<td>155 / 155</td>
<td>206 / 206</td>
<td>206 / 206</td>
<td>49 / 49</td>
<td>12</td>
</tr>
<tr>
<td>s633</td>
<td>2307 / 1179</td>
<td>480 / 483</td>
<td>301 / 301</td>
<td>301 / 301</td>
<td>121 / 121</td>
<td>12</td>
</tr>
<tr>
<td>s655</td>
<td>3379 / 2314</td>
<td>563 / 548</td>
<td>608 / 608</td>
<td>526 / 523</td>
<td>87 / 73</td>
<td>634</td>
</tr>
<tr>
<td>s35932</td>
<td>1219 / 1025</td>
<td>1219 / 1025</td>
<td>2043 / 2043</td>
<td>2043 / 2043</td>
<td>320 / 220</td>
<td>12</td>
</tr>
<tr>
<td>s38417</td>
<td>8023 / 7964</td>
<td>464 / 464</td>
<td>1061 / 1061</td>
<td>1061 / 1061</td>
<td>241 / 241</td>
<td>12</td>
</tr>
</tbody>
</table>

* Circuits whose numbers of flip-flops are reduced after the logic optimization process.
5. Conclusion

Existing state-traversal-based verification approaches for equivalence checking are subject to combinatorial explosion, and thus, only applicable to small to medium-sized circuits. In an attempt to handle larger circuits, we propose a hybrid method that combines the advantages of local BDD-based and ATPG-based approaches. To speed up the verification process, we devise a robust engine to explore the sequential similarity between circuits under verification based on the idea of partial justification. Because of using local BDD’s, our approach is less sensitive to the degree of structural similarity as compared to the pure ATPG-based approaches. We presented the experimental results of verifying large ISCAS89 benchmark circuits that have been fully optimized by SIS, and circuits after sequential redundancy removal to show the capability of this promising approach.
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