Abstract — The industrial interest in the application of formal methods in the design of complex ASICs is noteworthy to improve the efficiency of the design process (reduced time-to-market) and to increase the quality of the final products (increased competitive profile). In this paper we focus our attention on design capture and functional verification, two critical phases in the current design methodologies. A modular toolset built around a model checker is described. A telecom co-processor is presented, and general properties derived. A user-oriented taxonomy of properties is introduced to support the design practice. Guidelines for the application of this technique are inferred from the example and generalized.

I. INTRODUCTION

In the telecom market the design time of a new component becomes more and more comparable with the mean expected life on the market of its current implementation. Functional and real-time constraints, changing rapidly, make it soon obsolete, i.e. requiring for example a different implementation with a new technology, or overcome by competition. Moreover complexity is expected to grow at a rate of 50% per year, and this must not impact negatively on the product quality. For these reasons new design methodologies attract a great interest from manufacturers, as the only available mean to support efficiently such market requirements. Specifically design improvements can be obtained by applying exact and rigorous design methods. As a consequence, the industrial interest in the application of formal methods applied to the design of complex ASICs is noteworthy. Design methodologies have been proposed ([1], [4], [5], [6], [7], [11], [12], [13]) and commercial tools are now available ([2], [8]) to partially support the design practice with the power of formal reasoning at different levels of the design flow. Anyway the application of formal methods is not trivial due to the fact that some of the supporting tools are not mature to cope with the industrial needs in terms of device complexity, computational efficiency or user-friendliness. Moreover guidelines in terms of good practice for their application in field are completely missing, so diminishing considerably their impact on potential users and design flows.

To overcome these problems it is necessary to clearly identify the role that these techniques can play in the standard design flows and to highlight the advantages that they can offer in comparison with standard approaches in terms of both improved efficiency of the design process (reduced time-to-market) and of the increased quality of the final products (increased competitive profile) [3].

Manufacturers’ design flows are complex multi-vendor environments, organized in a top-down sequence of tools encapsulated into ESDA (Electronic System Design Automation) frameworks, which provide homogeneous environments and user-interfaces. From an operational point of view design flows include three different abstraction levels: a functional phase, a logical phase and a technological phase. In the first phase design capture is implemented, the system specification is generated, and system level verification is applied to the generated specification. Verification is accomplished through simulation, even if this technique is non-exhaustive. Hardware description languages, and specifically VHDL and Verilog, have reached the stage of de facto standards in most design sites. They are supported by almost all ESDA tools and well known by designers. Anyway the first stages of design are the most critical vs the introduction of errors and inconsistencies, due to the complexity of designs. VHDL code in particular needs to be verified in terms of design requirements at the functional level. The second phase is called logical design because logic synthesis tools are used to produce low-level netlists starting from RTL structural VHDL architectures. The third phase, called technological design, takes care of generating the layout and deals with the physical implementation.

Recent surveys of the time spent in the various phases of the design flow point to the fact that the functional phase becomes more and more predominant in the global design
Moreover errors made at this level are transmitted and amplified in the following phases. In this paper we show how property checking can play a predominant role in assessing the functional correctness of control-oriented VHDL models vs the initial abstract requirements (design capture). The missing guidelines for good practice for the application of this technique are provided on the basis of the experience obtained from the analysis of the control part of a telecom co-processor. In this way property checking can be considered a useful complement to simulation.

In section II, we describe the applied toolset and its corresponding design flow, underlying mainly two aspects:

- the modularity of the toolset and its user-friendliness when it is used on a stand-alone basis;
- feasibility of integration into an industrial design flow and ESDA framework.

In section III, we briefly introduce the telecom application to which the design flow has been applied. This goal, modularity and flexibility are required to guarantee an easy encapsulation in ESDA environments. Section IV. provides a taxonomy of functional properties based on design experience. The following section describes the obtained results and generalizes them into guidelines for future application of this approach, from the designers’ point of view. Finally, Section VI. is devoted to conclusions and directions for future work.

II. DESIGN FLOW FOR PROPERTIES CHECKING IN VHDL

Industrial design flows are basically multi-vendor environments, where different needs are satisfied by the most appropriate tools. In order to achieve this goal, modularity and flexibility are required to guarantee an easy encapsulation in ESDA environments. The toolset we considered [10] for property verification in VHDL models satisfies these requirements.

The core of the proposed design set is a powerful model checker [14]. This tool uses BDD based model checking techniques ([15]) and verifies that an implementation, in the form of a transition system (model), satisfies a specification given in terms of a formula in temporal logic (property) ([16], [14]). The model checker can also prove (by a process of weak simulation) that one design entity is refined by another. A tautology checker, included in the same package, is able to determine the universal correctness of a Temporal Logic Formula. An advanced feature of this package, seldom found in similar tools, is the sophisticated error path that is produced when the property is not satisfied in the chosen model. This feature is fundamental, as it enables an easy identification of the error and the subsequent correction of the VHDL model. The error path consists of a simulation sequence, leading from the activation of the process till the event that contradicts the required property. A graphical interface supports the user through a visualization of the sequence of patterns, providing both a simulation counter-example and a graphical representation of the found inconsistency.

Properties cannot be directly specified in temporal logic, because designers have no background in this type of formalism. To overcome this difficulty, a graphical language has been developed, provided of sound semantics, able to capture the meaning of temporal properties as timing diagrams [4] through a graphical editor. The same editor visualizes the error path generated by the model checker, so providing a unified interface to the user, from specification to debugging.

A synthesizable VHDL subset is used as entry language for the description of behavioral models. This description of the behavioral code is processed by a commercial compiler [9] which provides the syntactic checks, and stores the information into an object-oriented database. A finite state machine representation for the control modules is generated from this internal format and formalized as BDDs, while the timing diagrams are translated into Temporal Logic Formulas.

The various modules nicely build up an integrated design flow (see figure 1). Moreover the most complex operations and internal formalisms used in formal design are hidden from the average designer, who can use known specification styles, i.e. VHDL and timing diagrams. The entire path is characterized by a high degree of user interaction: both the compiler into BDDs and the Model Checker require user defined parameters, giving the designer a full control of the design process. The flow is meant to be applied several times, in a design loop fashion. In fact, corrections are introduced following the indications of the error path when inconsistencies are discovered in the provided specifications.

A design flow including this verification step is shown in figure 2 in the box labeled 'verification'. Clearly it
complements the simulation task and operates in parallel with it.

III. Device specification

In the telecom domain, the percentage of devices implemented as Application Specific Integrated Circuits (ASICs) is expected to grow considerably. Their complexity and the strict design constraints they have to satisfy, put under a hard test actual and future ESDA environments. The device we chose is designed to monitor the run-time behavior (incoming rate) of the Asynchronous Transfer Mode (ATM) connections, acting as a filter when they do not comply to specifications. The module is part of a large board composed of several ASICs, memories, busses and controlled by a micro-processor. The unit operates as an arithmetic co-processor devoted to data packages analysis and translation. The co-processor applies a computationally simple algorithm, including multiplications, enhanced to avoid data overflow. The computation of the algorithm is parameterized according to different classes of users. Computation parameters are stored in a register file upon the initialization phase. In the selected implementation each class of users is characterized by a specific set of the parameters.

The design capture of the co-processor is handled in VHDL applying a 'divide and conquer' strategy to decrease the behavioral complexity of the system. The result of the partitioning is the identification of a data path and a control module, with the addition of supporting logic and memories to comply with the required functional specification. When the control module is still too complex, it is further partitioned into interacting finite state machines.

The result of a possible hierarchial partitioning specification identifies two FSMs: one to control specifically the data path, the second to control I/O operations and interaction with the main memory. Communication protocols are defined to model the communication with the environment, and among communicating modules. Such protocols provide a clear path to identify in part the required properties (in terms of communication) that the VHDL models must satisfy. In figure 3 the protocols between the control module and the surrounding blocks are sorted out. Two different levels of complexity are identified: the first regards the verification of each protocol by itself (i.e., considered as a binary interaction among two modules, or one module and the environment). A second level of complexity involves functional sub-parts of the VHDL model where different protocols are subject to a strict sequencing structure. Both cases can be verified formally.

Statistics related to the size and complexity of the considered modules are reported in table I.

<table>
<thead>
<tr>
<th>Module</th>
<th>S</th>
<th>T</th>
<th>IV</th>
<th>LV</th>
<th>SB</th>
<th>BDD</th>
<th>VHDL</th>
</tr>
</thead>
<tbody>
<tr>
<td>main module</td>
<td>226</td>
<td>319</td>
<td>21</td>
<td>89</td>
<td>59</td>
<td>255</td>
<td>745</td>
</tr>
<tr>
<td>control block #1</td>
<td>155</td>
<td>214</td>
<td>15</td>
<td>60</td>
<td>18</td>
<td>81</td>
<td>155</td>
</tr>
<tr>
<td>control block #2</td>
<td>73</td>
<td>94</td>
<td>9</td>
<td>32</td>
<td>10</td>
<td>69</td>
<td>77</td>
</tr>
<tr>
<td>computation block</td>
<td>63</td>
<td>75</td>
<td>19</td>
<td>64</td>
<td>46</td>
<td>182</td>
<td>702</td>
</tr>
</tbody>
</table>

TABLE I

Characteristics of the considered modules.

\( S = \# \text{ States} \)

\( T = \# \text{ Transitions} \)

\( IV = \# \text{ Input variables} \)

\( LV = \# \text{ Local variables} \)

\( IB = \# \text{ Inputs bits} \)

\( SB = \# \text{ State bits} \)

\( BDD = \# \text{ BDD nodes} \)

\( \text{VHDL} = \# \text{ lines of VHDL code without standard packages} \)
available RAM components, testability issues and so on. The process of partitioning (‘design-capture’ phase) ends when all the blocks of all the levels are defined in forms suitable for logic synthesis or specified as netlists of components belonging to a reference CAD library.

IV. Design Properties

Properties consist of assumptions and commitments. Assumptions are meant to model a ‘good behavior’ from the environment. For instance in Figure 3, they concern the activation of the algorithm, which is constrained by two events (external signals’ edges): the Reset signal must go down (after having gone high, meaning that the reset phase is terminated) and the Clock signal must go high (meaning that a ATM cell has arrived and the computation can start). Other assumptions are necessary from the point of view of the logic representation, but are usually ‘assumed’ so by designers. So the system automatically takes into account the latter, without explicit mentioning. On the contrary commitments are user defined and represent the properties to be checked. To make the task of property selection and specification easier to the average designer, we introduced a taxonomy of hardware properties, which is more user-oriented than the usual division in liveness or safety properties. This taxonomy mainly applies to control-dominated applications, and includes six main classes:

1. required sequences of events or states;
2. prohibited conditions involving multiple signals;
3. requirements of the behavior on reset;
4. application-specific requirements on behavior;
5. actions performed in a state of the FSM;
6. stability in basic states.

Each class generally includes both liveness and safety properties. This taxonomy helps the user in the definition of the properties, because they belong to the usual background of a hardware designer and provides a better framework to support the specification of the selected properties. Some examples of properties are given in the following (names are self-explaining).

**ReadtoWriteSeq** (Group 1). This property expresses the requirement for correct READ/WRITE sequencing. The output instruction signal Instr\_10 contains the sequence of values READ and WRITE, and the transition to the WRITE value is triggered by the falling edge of the incoming enabling signal (control signal indicating the end of computation). This property is based on two assumptions (in addition to the standard ones): that a cell arrives and the algorithm is activated.

**NeverEndArithandInstrIOeqWrite** (Group 2). This property expresses the requirement that a WRITE value on the output instruction signal Instr\_10 must never occur when the incoming enabling signal is high. This condition is expressed using a probe in which the boolean expression \( \text{not}((Em = '1' \text{ and Instr\_10 = WRITE}) \) is always set to true.

**GoingtoR1onReset** (Group 3). This property expresses the fact that from any state, the rising edge of the reset signal will bring the system to state R1. Also in the VHDL model the asynchronous reset signal is treated differently from the others.

**Cell\_accepted** (Group 4). This property expresses the requirement that the signal specifying that a cell arrived and was accepted goes high after some other signals went high.

**EventsfromIO** (Group 5). This property expresses the requirements on the behavior specified in the corresponding FSM when the system is in a state and evolves to the next state. Also in this case, these properties are completely dependent on the definition of the FSM, so on the application.

**GoingtoRR1onReset** (Group 6). This property expresses the requirement for the system to go back to a fundamental state RR1 when an input signal has a transition. The property is similar to the one for the reset, but in this case no asynchronous behavior is present. In the test-bench this case is verified each time the initialization signal is activated by the microprocessor to store the reference value in registers and memory.

A large set of properties were described as timing diagrams, automatically translated into Temporal Logic formulas and tested on SparcStation 10 with 32Mb of RAM ([14]).

Execution times are not too large and in average comparable with simulation times for the same models. The advantage of the approach lies in the automatic definition of the debugging sequence. Anyway designers have to select properties with some care. In fact execution times strongly depend on the type of properties. Then, for the same property, the execution time depends on the size of the model, i.e., the number and range of IO ports and the number of the internal states of the finite state machine.

- Fig. 3. Structural simplification of the protocol involving Control Block #1.
The model of the previous example is manageable because all the IO ports are control signal, i.e., bits.

V. FROM THE USER'S POINT OF VIEW

A. Good practice in properties definition

A large percentage of properties tested on the device resulted false. Even if it is expected that industrial designs contain errors in the specification and in the implementation the number of failures is higher than expected. In fact, a closer analysis of these cases has allowed to correct errors in the properties definition. Let us consider some examples.

The property NeverEndArithAndInstrIOequiv has been proved False. A counter-example has been generated by the system in which the input enabling signal switches to '1' and Instr_J0 switches to WRITE. The sequence involves 142 steps from the initial state to the state that contradicts the commitment. This result depends on the fact that the designer is testing a relationship involving an input signal and an output signal. This is not correct because, while the output signals are constrained by the behavior under test, the input signals are allowed (by definition) to cover exhaustively the range of values allowed by their type definition. So the property is not False, but only badly formulated.

Also the property ReadttoWriteSeqSafe has been proved False. The execution time is high because the timing diagram is rather complex. A counter-example has been generated by the system in which the signal assessing the end of computation switches to '0' while the instruction signal Instr_J0 did not switch to WRITE. In fact this behavior is forbidden in the operative phase, but it is allowed in one case of the initialization phase. So, in this case the property has been stated without correctly restricting the model to which it applies (too general assumptions). In fact the initialization phase should have been excluded by the model under test for this property checking. The counter-example is very complex and involves 106 steps from the initial state to the state that contradicts the commitment.

In general, from the analysis of the properties considered during the verification of our application the following rules can be assessed:

- Better state a relationship between output signals only, or directly constrain (with assumptions) the values of the input signals.
- Split a complex property into several simpler ones, otherwise, execution time grows exponentially.
- Avoid relationships holding only in some states of the FSM, or restrict the model with further assumptions.

Finally some other properties, well defined in terms of application domain in the model, proved false. In these cases the model was not compatible with the assessed property. This does not mean that the VHDL code representing the model must be changed. On the contrary, it shows clearly a contradiction in terms of requirements for the device to be designed. In this way a better understanding of the functionality required by the application was highlighted. In some cases it resulted that the property, even if stated correctly from the syntactical point of view, was not correct "semantically" for the functionality to be designed. In this case the property was dropped and another one specified in its place. In other cases the model was found defective, or wrong, and then modified accordingly. The following rule can be generalized: when a property is false, first verify the application domain, to make sure it is correct syntactically, second re-examine the specification, to check why a contradiction exists, third modify the property or the model according to the results obtained by the analysis.

B. Simulation vs properties verification

Some of the property verifications were compared with the results obtained by the simulation of the model (Mentor Graphics QuidsimII). Observing the simulation results the following conclusions can be derived:

- Simulation clearly identifies local relationships between the various signals.
- Properties express relationships which are proved correct over the whole behavior of the model.
- Simulation results are strongly dependent on the correct sequence of the input signals given by the designer, which is not exhaustive by construction. As a consequence it is not possible to guarantee that an unexpected but possible sequence of events may generate a misbehavior.
- On the contrary, when a property has been proved True by the model checking technique, it is so for all the possible sequences of input events.

Another advantage over simulation, which is allowed by the described tool-set, is the Error path generated when a property is not verified. In fact, by following the indications of the error path, the designer can identify and correct the inconsistencies among high-level descriptions and specifications. Simulation is still a necessary step in the design verification process, because the technique we described is not covering all the possible functionalities of the model. The final goal of the joint application of simulation and properties verification is to better understand the specification and get an enhanced assessment on the global results of functional verification.

C. Impact of properties verification on design practice

Local variables and states are almost always present in the behavioral code representing the model to be veri-
Properties are very often dependent on these internal signals (local variables) and states. In order to verify properties addressing this kind of signals, they must be explicitly referenced in the VHDL entity of the model. Basically they are declared as output ports, in order to be observable (probes). This implies a modification of the VHDL model to accommodate this feature.

As one can see, the changes to the code are not dramatic. Anyway it is evident that inserting them prior to the verification phase, and deleting them afterwards implies a manipulation of the specification which is not guaranteed to be error free.

The execution times, quite acceptable for the control part of the device, increase considerably when the data path is involved, or when the model of top entity (including control and data path prior to partitioning) is verified. This observation proves that the model checking technique well suited to control-dominated applications, has still some limitations when the data path is involved.

For example, the description of the package for our application presents declarations of local variables with a rather great range of data. This feature is often shared by applications in the telecom domain. In fact, all the functions performed in the data path (arithmetic operations, including multiplication) apply to data with a large range. The top level architecture presents many local variables with wide range of data. In this situation the generation of the BDD representation is unmanageable, because of the sizing problem. So, the module cannot be verified, unless the range of the data is artificially reduced. With this limitation, many properties of the data path can be verified. From the users' point of view, this step is critical: first because it implies a manual modification of the specification, so increasing the possibility of introducing errors; second, the specification with decreased values of the range is almost often not equivalent to the initial one. So, one looses the soundness claimed by the proof. In the telecom applications paths are always present, so the best technique is to apply partitioning and verify the control part alone, where most of the behavior complexity of the application is involved. When data path also must be verified, ad hoc techniques must be defined on the base of heuristics and design practice.

VI. Conclusions

We have presented in this paper some guidelines for good practice in the application of property checking at the behavioral level for complex VHDL specifications. This research was motivated by the need to enhance the quality assessment of functional verification required by manufacturers. The results are positive, considering the possibility to include the tool presented in the paper into proprietary design flows and ESDA frameworks. Even if very promising, the technique must be improved to cope with the growing complexity of designs. Partitioning into data path and control modules is not enough: new users driven strategies must be thought and formalized to reduce the complexity and allow the performing of the computations in a reasonable time. These issues will be the core of the next step of this research.
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