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Abstract

Many practical routing problems such as BGA,
PGA, pin redistribution and test �xture routing in-
volve routing with interchangeable pins. These rout-
ing problems, especially package layout, are becom-
ing more di�cult to do manually due to increasing
speed and I/O. Currently, no commercial or univer-
sity router is available for this task. In this paper,
we unify these di�erent problems as instances of the
Interchangeable Pin Routing (IPR) problem, which
is NP-complete. By representing the solution space
with 
ows in a triangulated routing network instead of
grids, we developed a min-cost max-
ow heuristic con-
sidering only the most important cuts in the design.
The heuristic handles multiple layers, prerouted nets,
and all-angle, octilinear or rectilinear wiring styles.
Experiments show that the heuristic is very e�ective on
most practical examples. It had been used to route in-
dustry designs with thousands of interchangeable pins.

1 Introduction

Package layout has been a missing link in design au-
tomation | it is done manually because packages have
been simple enough and layout tools cannot produce
all-angle, non-uniform width wires. Nowadays, ar-
ray I/O packages like Ball Grid Arrays (BGA) and
Pin Grid Arrays (PGA) are complex structures with
multiple routing layers, power and ground planes and
built-in decoupling capacitors. High I/O count and
high-speed performance requirements make manual
design more costly and time-consuming. Although
some package routers exist[1, 2], they have a number
of limitations that prevent them from being adopted
by industry for practical use. This paper proposes a
more general router that does not have these limita-
tions and is suitable for a wide variety of applications,
ranging from BGA and PGA routing to test probe
card design.

In BGA or PGA package design, we wish to connect
each chip pad to a single package pin, but we may
not care which pad is connected to which pin. This
same type of problem also occurs in the design of test
�xtures, footprint escape patterns, and to some extent
in routing the signals inside an ASIC to one of the

available I/O pads on its periphery. Figure 1 shows a
test probe card design. We want to connect all pins
in set A to set B while avoiding all the obstacles in
set O. We do not care which pin in B is connected to
which pin in A as long as there is some pin connected.

Conventional routers cannot address this problem
because they require a prede�ned pin assignment in
the form of a netlist before the routing process can be
started. In addition to adding an extra step to the
design process, the choice of pin assignment is critical
to the quality of the routing. Often a pin assignment
is chosen that cannot be realized. Rather than per-
forming pin assignment and routing as two separate
steps, what is needed is a router that performs these
two steps simultaneously.

Speci�c package routers like PGA or BGA
routers[1, 2, 3, 4] have been developed that take ad-
vantage of special geometries and symmetries of their
respective problems and the freedom of interchange-
able pins. Although these methods are exceptionally
e�cient, they have a number of limitations:

Geometry dependent They rely on the symmetry
of the arrays and rings to generate solutions and
cannot cope with missing, skewed, o�-grid or ar-
bitrarily placed pads.

Routability guarantee These algorithms cannot

Figure 1: An unrouted example of routing with ex-
changeable pins. Each pad in the center must be con-
nected to one pad on the edge connector.



always tell if they have generated a routable so-
lution, and have no strategy for changing an un-
routable solution into a routable solution.

Unequal sets They require the two pin sets to be
the same size. In actual packages the number of
pins available may be larger than the number of
chip I/O. The router should have the freedom to
select which pins to use.

Obstacles They do not take into account the pres-
ence of obstacles.

Multilayer It is not easy to extend Yu and Dai's[1, 2]
routers to multiple layers.

Prerouting These routers cannot accept prerouted
wires. Prerouting is very important in package
design because the designer wants to be able to
route all the critical nets before other non-critical
nets.

In response to these limitations, we propose a gen-
eral problem formulation called Planar Two-Terminal
Interchangeable Pin Routing (P2TIR). Although we
can take advantage of the freedom of interchangeable
pins, P2TIR is NP-complete so no polynomial-time al-
gorithm is likely to exist that guarantees routability[5].
Despite this, we o�er an e�cient heuristic which han-
dles arbitrary pin placements, unequal sets and obsta-
cles, can be extended to multiple layers and observes
all prerouting. Experiments show that this heuristic,
which we called the 
ow router, is very e�ective on
practical examples, including some provided by the
industry. We also showed that the router scales well
to handle production-sized jobs from industry. The
router successfully completed our largest example of
4000 interchangeable pins without manual interven-
tion. No commercial or university router is capable of
handling interchangeable pin problems of this size.

Cho and Sarrafzadeh[6, 7, 8] formulated the Pin Re-
distribution Problem for routing redistribution layers
in Ceramic Multichip Modules (MCM-C). This prob-
lem on a single layer is similar to P2TIR except that
all objects are on a �xed grid and all wires are Man-
hattan. Chang et al[9] uses a 
ow approach similar
to ours for solving the Pin Redistribution Problem.
Since the problem formulation is less general it is not
easy to generalize the solution to other technologies.
In addition, every grid cell corresponds to a node in
their 
ow graph so the number of nodes in the graph
is O(m2) where m is the dimension of the design. For
a test probe card, the length of the card is in the or-
der of inches and the chips to be tested has pad pitch
in the order of several mils so grid-based approach is
practically impossible. In this work we consider the
most general case of all-angle wiring and our solution
works for Euclidean, octilinear or rectilinear wiring
styles. Our routing network is not based on grids but
on triangulation, which scales linearly with the num-
ber of pins. Therefore our solution is more technology-
independent and computationally more e�cient.

Figure 2: The routing network of the probe card

1.1 Formal Problem De�nition

The fundamental features of an instance of P2TIR are
two sets of pins placed arbitrarily in a plane that we
wish to connect to one another. We also need to model
the routing area and all obstacles, as well as the par-
ticular design rules permitted by the wiring. Accord-
ingly, we de�ne an instance of the Planar 2-Terminal
Interchangeable Pin Routing (P2TIR) problem as fol-
lows:

De�nition 1 Planar 2-Terminal Interchange-
able Pin Routing

Instance A 6-tuple of (b; A;B;O;w; s) where:
b is a polygon representing the routing area boundary.
A is a set of polygons for one class of pins.
B is a set of polygons for the other class of pins.
O is a set of polygons representing obstacles.
w is a positive integer for the minimum wire width.
s is a positive integer for the minimum wire spacing.
A, B, O are non-overlapping polygons inside b.

Without loss of generality jAj � jBj.
Output A detailed routing of the design, i.e a set of

wire paths that connects each pad in A to a unique
pad in B avoiding all obstacles in O and obey the
width and spacing rules.

Maley[10] showed that the routability of topological
routing (or homotopic routing) can be determined in
polynomial time. A topological routing of a 2-terminal
net is the equivalence class of all detailed routing of
the net under homotopic transformation. A topologi-
cal routing T is routable if and only if there exists a de-
tailed routing in T that satis�es all design rules. Ma-
ley also showed that a topological routing is routable
if the total number of wires 
owing through straight
cuts between any pair of features (the 
ow of the cut)
is less than the maximum number of wires that could
be accommodated in the best case (the capacity).



Because there are e�cient algorithms for �nding a
correct detailed routing from a topological routing[11],
we will consider a routable topological routing a solu-
tion for P2TIR.

2 Network 
ow formulation of P2TIR

2.1 The Routing Network

In the case of 2-terminal nets, we may recognize some
similarities between a topological routing and a net-
work 
ow. For example, a net can be modeled as a

ow from a source (a terminal) to a sink (the other
terminal). Flow is conserved at nodes that are neither
sources nor sinks. Nets are also conserved because
they only terminate at pins. Each source originate
one unit of 
ow and each sink terminate one unit of

ow. Similarly, each pin either originates or termi-
nates a net. To make these ideas more concrete, we
consider the routing network of a design.

The routing network T (V;E; s; t) is a directed
graph with a source s and a sink t. We �rst shrink
each pin in sets A and B and each obstacle in O into
a point. Each representing point has to be within the

boundary of its object. Let these sets of points be ~A,
~B and ~O respectively. Then we build a Delaunay tri-

angulation D on ~A [ ~B [ ~O [ b, where b is the set of
points of the bounding polygon. From the triangula-
tion graph, we de�ne T as follows:

De�nition 2 If � is the dual of D, a Routing Net-

work T (V;E; s; t) is a network where V = � [ ~A [ ~B.
E consists of the following arcs:

� A pair of opposite arcs for each edge in �.

� A pair of opposite arcs between each point in ~A[ ~B
and each of its incident triangles.

Each arc has a capacity and a non-negative cost.

The arcs originating from a point in ~A (the source

set) have unit capacities and arcs to a point in ~A have

zero capacities. The opposite is true for ~B (the sink
set). Finally, the pair of arcs connecting two trian-
gles have capacities equal to the maximum number of
wires that can cross between the corresponding pins
or obstacles in both directions. The capacities should
account for the �nite size of pins or obstacles. The

supersource s has an outgoing arc to each vertex in ~A
with capacity equal to 1 and cost equal to 0. Similarly,
the supersink t has an incoming arc from each vertex

in ~B.
Note that the vertices in � are triangles. Since

there are many possible triangulations (besides Delau-
nay) for each instance of P2TIR, there are many pos-
sible routing networks for a given problem instance.
Fig. 2 shows a routing network and a triangulation of
the same probe card in Fig. 1. Each line segment in

the �gure represents a pair of opposite arcs in the net-
work. Any 
ow assignment on this network has the
following properties.

� The 
ow entering a vertex in ~A must be �1.
� The 
ow entering a vertex in ~B must be either 0
or +1. (Some pins in B may not be used.)

� The net 
ow entering a vertex in � must be 0.
(Wires end at pads, not in triangles.)

We can show that 
ow assignment on the routing
network of a design can be transformed into a topo-
logical routing of the design.

Theorem 1 A 
ow assignment on a routing network
of a design can be transformed into a topological rout-
ing of the same design.

2.2 Routability of the topological routing

Maley[10] showed that only a certain set of cuts, the
decisive cutset, needs to be checked for a topological
routing to determine its routability. If there are N
objects, we need to check at most N(N � 1)=2 cuts.
Thus, the number of cuts in the decisive cut set is

bounded by O(jA +B +Oj2).
In the routing network only some but not all cuts

are represented as constraints. These cuts are the
edges of the triangulation. There are only O(N) cuts
in a triangulation of N points while there are O(N2)
cuts. It is obviously likely that many important cuts
are not explicitly represented by the triangulation. We
call these implicit cuts. A 
ow solution only guaran-
tees that all explicit cuts are safe but says nothing
about implicit cuts. We have shown that P2TIR is
in fact NP-complete (by reduction from 3-SAT) so no
polynomial time algorithm that �nds a routable topo-
logical routing is likely to exist[5].

3 The Flow Router

In this section we describe in detail the 
ow router
as a heuristic to solve P2TIR. We use the min-cost
formulation. The router has three steps:

1. Building the routing network.
2. Solving the min-cost max-
ow problem.
3. Transforming the solution into a topological rout-

ing.

3.1 Building the routing network

The Delaunay triangulation of N = j ~A[ ~B[ ~Oj points
can be constructed in O(N logN) time[12]. The dual
of the triangulation can be constructed in O(N) time.
Additional edges can be added in O(jA [ Bj) time.
The capacity of each edge is set as follows:

� If the edge is in the dual of the triangulation,
then it represents a cut between two vertices. The



Algorithm 1 (BUILDUP)
Algorithm BUILDUP(Routing network T )

for total
ow  1 to jAj
Path p SHORTESTPATH(T )
if path is not found, return \T is unroutable".
Increment 
ow on all edges of p by 1.

endfor

Figure 3: Algorithm buildup

capacity of the edge is

b
Length of cut� Pad sizes�Wire spacing

Wire spacing +Wire width
c:

This is the number of wires that can intersect this
cut without over
owing it.

� If the edge terminate at a pin, then the capacity
is set to 1.

� The capacities of all edges of the supersink t and
the supersource s are set to 1.

There is more 
exibility in choosing the cost func-
tion. We choose the cost of an edge to approximate
the wire length of the �nal topological routing. Since
the position of a wire intersecting a cut is equally likely
along the cut, we choose the edges that represent the
cut in the routing network to be the perpendicular
bisector of the cut. The intersection of the three per-
pendicular bisectors of a triangle is the center of the
circumcircle of the triangle. We therefore de�ne the
cost of an edge to be the distance between the circum-
centers where the edge terminate. Other points in the
triangle, such as the centroid, can be used too. Exper-
iments show that the solutions obtained by using the
centroid and the circumcenter are not much di�erent.
This means that both are reasonably good estimators
of real wire length.

3.2 The Min-cost Max-
ow Algorithm

After the routing network is constructed, we run a
min-cost max-
ow algorithm on the network. The al-
gorithm we used is based on the `buildup' algorithm
described in Papadimitrou and Steiglitz[13]. Infor-
mally, we try to �nd a minimum total cost assignment
of 
ows for a given 
ow. In this case, the given 
ow
is the maximum 
ow because the 
ow is equal to the
number of connections, i.e. jAj. This 
ow is maximum
because the sum of capacities of edges of the super-
source is jAj. If we cannot push jAj 
ow across the
network, the design is unroutable. This is because a
bottleneck of cuts in the triangulation has over
owed.

This algorithm requires a shortest path algorithm
SHORTESTPATH that handles negative-cost edges.
We used the algorithm described in Tarjan[14]. This
algorithm runs in O(jV jjEj) time. Note that the 
ow
on an edge can be negative. The run time of the 
ow
assignment algorithm is O(jV j3) since the number of

Figure 4: Three cases of mapping 
ows in a triangle
to a topological routing

Figure 5: A Case 1c triangle transformed homotopi-
cally to a Case 1a triangle

edges in the triangulation is linearly proportional to
the number of vertices, jV j = jA[B[Oj. Fig. 3 shows
the basic algorithm.

3.3 Transforming a 
ow solution to a topolog-
ical routing

The last step in the 
ow router is to convert a min-
cost 
ow solution to a topological routing. This can be
done on a triangle-by-triangle basis. Fig. 4 shows the
three possible cases of 
ow assignments on a triangle.
Note that each edge of the triangle corresponds to a
pair of opposite arcs in the routing network. In a min-
cost 
ow solution, the 
ow of at least one arc in a pair
has zero 
ow. Regardless of the direction of the 
ows
across a cut, we can only have three cases. Case 0
has no connection to any of the pins in the triangle.
Case 1 has one connection and Case 2 has two. Since
a topological routing is actually an equivalence class
of homotopically equivalent detailed routings, Case 1b
and Case 1c are redundant. Fig. 5 shows a homotopic
transformation of a detailed routing involving a Case
1c triangle to a routing that does not use Case 1b or
Case 1c triangles.

In a case 0 triangle, we can compute the sub
ows
�; �; 
 from the 
ows A, B, C by noting 
 + � = jAj,
� + 
 = jBj and � + � = jCj. We can also show
that �, � and 
 can only be non-negative integers.



Figure 6: A prerouted wire as constrained edges and
its (partial) routing network

Figure 7: 96 pin PGA with the triangulation graph
and wiring

Figure 8: A 444 staggered pin PGA package and a two
layer 280-pin BGA package

It is a simple matter to �nd the sub
ows in Case 1a
and Case 2. Finally, we stitch the transformations of
all triangles together to obtain the �nal topological
routing.

3.4 Handling Prerouted Nets and Extension
to Multiple Layers

We handle prerouted nets by constrained edges. We
assume that each prerouted net is piecewise-linear.
Then we embed each wire as a set of constrained edges
into the triangulation. The capacities of correspond-
ing routing network arcs are set to 0 so that wires can-
not intersect each other. In e�ect the prerouted wires
become barriers of 
ows. Since the prerouted wires are
directly embedded into the triangulation, their exact

Figure 9: 400 connection test probe card with pre-
routed nets. These nets constrained the routing so
that wires to each chip is grouped together.

Figure 10: Two layer test probe card with 2148 ran-
domly generated pins (one layer shown)

shape a�ects the 
ow solution. Fig. 6 shows a pre-
routed wire embedded in the triangulation and the
resulting dual.

For multiple layers, we build triangulation and cre-
ate the dual graphs on each layer as in the case of
single layers. Then we combine these graphs together.
Each pin is now a pin stack that spans contiguous,
but not necessarily all, layers. So we extend the def-
inition of the routing network as follows. We �rst
choose a point to represent each pin stack. We call,

as before, these sets of points ~A; ~B and ~O respectively
for sets A, B and O. Let Di be the triangulation of
the ith layer, for i = 1; : : : ; N layers and extend the
de�nition of V in a routing network T (V;E; s; t) to

V = ~A [ ~B [
S
N

i=1
�i, where �i is the dual of Di.

Note that each pin stack corresponds to only one
(source or sink) vertex in the routing network. But
each sink or source vertex has a pair of arcs to their



incident triangles on all layers. The capacity of each
cut is set according to the speci�c design rules of the
layer the cut belongs to. Therefore each layer can have
di�erent design rules. The cost of each arc can also be
adjusted so that some layer has higher cost per unit
wire length than others. The min-cost algorithm will
�nd a solution with minimum weighted wire length if
one exists.

4 Experimental Results

Fig. 7 shows a small PGA with its triangulation and
its routing done by the 
ow router. After routing,
the intermediate points can be relaxed using methods
proposed by Dai et al. [15].

Figure 8 is a single-layer 444 pin PGA package with
staggered pins and a two layer 280 pin BGA package.
Yu and Dai[1] cannot handle either case. The router
automatically distributes the wires between the two
layers and can accommodate di�erent design rules of
each layer. Figure 9 is a 400 pin test probe card with
prerouted nets. The router connects chip I/Os at the
center to two arrays of pads at the periphery. The

ow router completed a 2148-pin, randomly-generated
example on two layers with less than 10 design rule
violations in 5 hours of CPU time on an HP9000
Model 735/99 workstation (Fig. 10). The router com-
pleted our largest example, a 4000 pin test probe card,
with only 140 design rule violations.

5 Conclusion

A large number of diverse practical routing problems
in ASIC, packaging and testing can be reduced to
the Planar Two-terminal Interchangeable Pin Routing
problem. We developed a min-cost 
ow router heuris-
tic to solve this problem. The router was applied to
solve an suite of routing problems in PGA, BGA and
test probe cards. The router runs on multiple layers
and handles prerouted nets. Experiments show that
the heuristic is e�cient in computing time and pro-
duced very good results, far better than what could
be e�ectively done by hand.
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