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Abstract

A number of methods are presentedfor highly efficient calculation
of substratecurrenttransport. Athree-dimensional Green’sFunction
based substrate representation, in combination with the use of the
Fast Fourier Transform, significantly speeds up the computation of
sensitivities with respect to all parameters associated with a given
architecture. Substrate sensitivity analysis is used in a number of
physical optimization tools, such as placement and trend analysis for
the estimation of the impact of technology migration and/or layout
re-design.

1 Introduction

Rapid increase of chip complexity and device density have resulted
in a dramatic reduction of the distance between high-swing high-
frequency noise sources and sensitive devices. In this new scenario,
substrate becomesamajor carrier of spuriousand potentially destruc-
tive signals, especially in mixed-signal and RF designs. To alleviate
the problem, heavily over-designed structures are generally laid-out,
thus seriously limiting the advantages of innovative technologies.

The effects of thermally inhomogeneous substrate on circuit per-
formance were first studied in [1]. According to this approach,
the substrate was first discretized into a resistive/capacitive mesh.
DCl/steady-state analysis was carried out by solving directly the sys-
tem of simultaneousthermal and electrical equations. Transient anal-
ysiswas performed by using variabletime-step trapezoidal integration
techniques on the system of simultaneous equations. More efficient
techniques for DC and transient analysis have been proposedin [2].
Direct LU factorization was replaced with the Incomplete Choleski
Conjugate Gradient iterative method in the DC solution. In the tran-
sient simulation the RC mesh was reduced to a macro-model that
could be used efficiently inside a Asymptotic Waveform Evaluation
(AWE) simulator.

Extensive literature has recently appeared on modeling and analy-
sisof silicon substrate. Compact and accurate macro-modelsfor both
lightly and heavily doped substrates have been proposed by several
authors, e.g. [3, 4]. Recently, attempts to introduce the effects of
substrate on medium-sized integrated circuits have been made using
a numerical finite-difference (FD) method. This technique is ver-
satile and general in nature, since it can handle lateral and vertical
resistivity variations and arbitrary substrate geometries. However, to
obtain accurate substrate characterization, a fine mesh is required,
thus making storage and computational efforts often prohibitive.

To overcomethe formidable computational complexity of the prob-
lem, sparse non-uniform grids are often used. The grid size is made
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finein areas close to the substrate contacts and coarse in distant re-
gions. The use of non-uniform or coarse grids usualy involves a
speed-accuracy trade-off. Boundary element methods can also be
used for parasitic extraction. In [5] the use of the Green’s Function
was proposed for afinite uniform medium, with Neumann boundary
conditions, exploiting the technique of the separation of variables.
Image-charge based concepts have been used, in order to avoid the
series computation involved in the method. Despite their efficiency
however, these techniques are still too computational intensive to be
suited for optimization.

Traditionally, substrate-aware optimization has not been asimpor-
tant assubstrate analysis. Substrate noise analysishasbeengenerally
addressed a posteriori, i.e. after completion of schematic design and
physical assembly. In many design problems however, a dynamic
substrate noise analysis would be preferable. Recently, a number
of authors have addressed the problem of performing these tasks
efficiently within physical assembly phasese.g. [6, 7].

Common to these approaches is the use of a FD method for the
evaluation of theelectric field on acoarse grid spanning theworkspace
combined with AWE for an efficient solution of the resulting system
of simultaneous algebraic equations. However, these methods often
cannot guarantee the accuracy needed for reliable performance esti-
mation, due to the extremely coarse grids used. Moreover, even if
dense or non-uniform grids were used, at no extra cost in compu-
tation, the alignment requirements of grid and layout objects would
be very stringent. Thus, unless specific tessellation [8] or analytical
approximations [4, 9] were used, iterative algorithms based on pro-
gressive and often minimal modifications could not efficiently take
advantage of the algorithms.

In substrate-aware tools one has to take into account the global
effects of small changesin the layout. Traditional approaches, con-
sisting of solving coarse FD based analyses, may reach such inaccu-
racy levels that the insights gained applying this method might not
be beneficial but misleading, thus possibly resulting in sub-optimal
solutions.

In this paper we propose non-FD techniquesfor substrate analysis
and optimization in analog and mixed-signal circuit applications. The
methods are based on efficient computation of the Green’sFunctionin
multi-layered substrates by means of Fast Fourier Transform (FFT).
A resistive network is generated accurately representing the substrate
with arbitrarily-shaped dopedregions. Sensitivitiesof all the network
components with respect to a number of technology parameters are
efficiently computed using semi-analytical techniques and at little
cost in storage requirements.

Computing sensitivities of substrate coupling isuseful for anumber
of reasons. First, it allows to evaluate the effects of slight imperfec-



tions in the fabrication process on the performance of a circuit and,
ultimately, its yield. Second, it can be used as a quality factor for
the selection of the best cost-effective technology on the basis of
a class of circuits one wants to fabricate with given specifications.
Furthermore, one can characterize the trend of circuit performance
when small modifications are made on the substrate geometry and/or
technology parameters after the designis completed. Third, thetech-
nique can be used during optimization to help the decision process
providing atrend to the best possible improvement. Hence, the ef-
fects of technology migration/scaling can be carried out efficiently
for a given chip without the need of performing a large number of
compl ete substrate extractions.

The paper is organized as follows. In section 2 the sensitivity
evaluation techniques for a Green’s Function based method are de-
scribed. In section 3 sensitivity-based optimization is discussed for
substrate-aware problems. In section 4 the suitability of the approach
is illustrated with a medium-sized mixed-signal IC designed using
substrate-aware techniques and fabricated on a standard CMOS pro-
CEss.

2 Sensitivity Analysis

In general, silicon substratein ICsis composed by oneor morelightly
doped epitaxial layers and a highly doped “core” . Hence differently
conductive areas are present in the vertical section of the chip, while
lateral resistivity variations are due to device and well implants as
well as other integrated components. These are junctions with the
substrate and may therefore be considered equipotential. Calculating
resistancesbetween any contactlocationson the substraterequiresthe
computation of electric potential ®(r, t) at any locationr = [¢ y 2]©
in the bulk. From Maxwell’s equations one can show that

%VoVQ(r,t) —|—e%(VoV¢(I‘,t)) =0 @

holds, where e and p are respectively the local dielectric constant and
resistivity of the substrate.

At frequencies upto several GHz, the substrate susceptanceis typ-
ically much smaller than the substrate conductance, and hence it
may be ignored. The substrate may be treated as a distributed resis-
tance. In the electrostatic case, the problem can be related to that
of distributed capacitancein a low-frequency range by replacing the
current vectors with charge vectors and layer resistivities with ap-
propriately ratioed dielectric constants. Under these assumptions (1)
can be solved almost analytically by use of the Green's Function.
The Green’s Function in amedium with prescribed boundary condi-
tions is the potential at any point r due to a point charge placed at
alocation r’. Assuming zero potential in the chip’s backplane, and
vanishing normal electric field on the other faces, the potential dueto
an arbitrary charge distribution simplifies to

() = / p(r') G, ')’ @

where V' is the chip’s volume region. The potential of a contact is
computed as the result of averaging all internal contact partitions.
Hence, using (2) the potential of contact : due to a uniform charge
@2, present at contact 5 is derived as
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Figure 1: Multi-layer doping profiles

where V; and V; are the volumes of contacts: and 5. The solution to
equation (2) for each contact pairs yields the coefficient of potential
matrix P. The relation between matrix P and vectors ®, the aver-
age potential at each contact, and Q, the charge associated with all
contacts, is described as

®=PQ. @)

The matrix of relative capacitances between each pairs of nodes can

be obtained by simple manipulations on p-1

For isotropic medium with uniform dielectric constant ¢ the
Green's Function is relatively straightforward [5]. On the con-
trary, for a multiple-layer substrate, the problem is more complex
due to presence of more boundary conditions. Consider the case in
which the point-charge at T = [+ y 0]” and the observation point at

r' = [+’ y' 0]7 arein the same dielectric ¢ v. The Green’s Function
correspondsto
G(r,x') = Gol.czico + 3 02 g frnCmn X ©
cos( mne )cos( mms! )eos( "gy )eos( "Tgyl ),

where Cp, = 0form = n =0, Cypy, = 2form = 00rn = 0,
but m # n, and C,, = 4for al m,n > 0. Parametersa, b and d
are the dimensions of substrate in x-, y- and z-direction in Figure 1.
Formulae for Go, fimn, I v and 8x can befound in Appendix.
From equation (3), adapted for surface contacts one can derive an
expression for the components of P

G(sj,s:)ds;ds; | (6)
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where S; and S; are the surfaces of the contacts. Replacing (5) into
(6) and integrating , one obtains an explicit form for p;; [10]
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where kyy, = “2020myComn [maCmn  Parameters (ai, az; ba, b2) and (as, as;

bz, ba) are thex £dy coordinates of nodes: and ;5 respectively.

The doubly infinite series of (7) tends to converge slowly. The
problem can be eliminated by rewriting the second term of (7) after
proper scaling, as a cosine series
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wheretheratios of contact coordinatesand subsEratedi mensi onswere
replaced with ratios of integers ax/a = pr/P and b /b = G /Q



and the upper limits were substituted with finite integers 2 and O
respectively. Equation (8) is a compact representation for a sum of
64 terms forming all possible combinations of signs and indices.

One can immediately see that equation (8) is almost identical to
the two-dimensional Discrete Cosine Transform (DCT) of &y,

P_1§-1

Z kancos (mr= )cos(nﬂ%). 9)

m=0 n=0

In fact one can easily show that equations (8) and (9) can be in-
terchanged [11]. Hence, the computation of p;; ultimately requires
only a simple DCT. Several efficient techniques exist for efficient
computation of the DCT, e.g. FFT based techniques only require a
computation complexity O( PQ log2 PQ). Notethat thevalueof k...,
is solely dependent on the properties of the substrate in z-direction.
Hence, for a given substrate structure the DCT need be derived only
once. Any modification in the relative position of one or more nodes
iscaptured completely by the DCT. Non-abrupt doping profilescan be
analyzedat low CPU cost by simply discretizing in z-direction with a
gradually changing value of conductivity. The complete method for
substrate analysisis described as following.

k mr = compute.kmn (substrate description); // computek ,y, »,
compute DCT (% 1., ); /I DCT
store_DCT _values,
foreach contact
contact_part = get_partitions (contact); /I get contact partitions

integer representation (contact_part);
foreach ¢p; = contact_part(i)
foreach ¢p ; = contact_part(j)
pij = computepij (cpi, cp;);
¢ = invert- matrix (P);
R = congtruct resistive_network(C);

Il ¢,y — p, g coordinates
/I al contact partitions

/I build P

Algorithm 1: Pseudo-codeof the substrate resistance extraction

The DCT of k., is computed for each location in a Manhattan grid
covering the whole substrate surface. To generate matrix P, it is
necessary to compute the parameter p;; for all the pairs of partition
elements composing each contact. The inversion of P, due to its
dense nature, is the most time consuming operation of the whole al-
gorithm. Several inversion techniques, both direct and iterative, have
been implemented. Among the direct methods, aLU decomposition
based algorithm of complexity O(|P|3) has been used for relatively
small configurations (< 1000 partitions). Larger circuits required the
use of various accuracy-driven simplification schemes, discussed in
[11].

Assuming appropriate scaling of the coefficient of induction matrix
¢ = P71, the conductive network Y, is computed as

N
Y=Y ey, Yy=-cy, o Y=XTeX,

J=1

(10)

whereY;;, the(s, 5) entry of Y, isthemutual conductanceof contacts
randy fori # 7 andthesubstrateconductancetowardsthe backplane,
otherwise. Y can be also represented compactly using mapping X.
The elements of the resistive network, denoted by matrix R are the
reciprocal of those of matrix Y.

The relation between circuit performance K and technology, via
substrate-related parasitics, is obtained using thefol lowing expression

oK oK DK Y,
AK =Y S AT, with S = Yoo
: o1, Wi T oy, or, 0 Y
%]

where (i, 7) represent a contact pair, Y;; the substrate conductive
coupling between : and 7, and T, atechnology parameter.

Assume that 3/ /9Y;; exists and that the equivalent conductive
network has been computed from matrix ¢ using (10). Consider
technology parameter 7;,V¢ = 1,..., Nr. Let us definedY /9T,
as the matrix of all sensitivities of matrix elements Y;; with respect
to T;. Theterms are computed as
BYi _ ~om Bciy oY,  de,

oT ~ 4z o1, TT 9T T ol
where N isthethe size of matrix c. Differentiating (4) on both sides
and using the fact that 9@ /9T, vanishesby construction, oneobtains

(12)
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Furthermore, using the definition of ¢;;, it follows that
ey 1 0Q;
= —— 14
T, &, 9Ty’ 14
where 3Q; /9T, is computed using equation (13).
Now, only the term 8P /91, i.e. [ap,]/aTz] _,. - Emainsto

be computed. From equation (7), assuming zero depth contacts and
Ty ;é EN, d aorb

Apij

_ TNBN-TNBN erBN 7
arr = LN 4 0D o Kimn X

I:sin(mTrTZ)—szn(mTrTl)] [szn(mﬁi—“)—sin(mﬂ?)]

X (a5)

(az—a1)(as—a3)

)
[sin(nﬂ?)—sin(mﬂ?)] [sin(mﬁ—)—sin(mﬂ—)]
(

where [y = 8Ty /8Te, Bn = 0Bn/0Te ad kynn = Okmn /T
Expressionsfor these derivatives have been derived in Appendix. The
extension of (15) for contacts with finite depth ¢ can also befound in
Appendix.

Thefirst term of (15) can be easily calculated from theformulaein
Appendix, while the second term can be efficiently computed using
the DCT by replacing &y, With &, in equation (9). The DCT can
be computed for each location in the grid and repeated for all pa-
rameters Ty, £ = 1,..., N7, where N isthe number of technology
parameters considered. The method is summarized hereafter.

k mr = computederivative kmn (% 5. . );
compute DCT (% 1, 1,);
store_DCT _values;
foreach ¢p; = contact_part(i)
foreach ¢p ; = contact_part(j)
8pi; /9T, = computederivativepij (cp;, cp;);

/I equation (27)
/I DCT

/I al contact partitions

8P/ 8T, = composematrix (8p;;/0T.); Il equation (15)
8¢/ 9T, = get_c_sensitivities (8P/ 8T); /I equation (14)
get_resistance_sensitivities(dc/ 8T); /I equations (12)

Algorithm 2: Pseudo-codeof the sensitivity computation

To generate matrices d¢ /3T, and 3P /9Ty, it is necessary to com-
pute sensitivities dp;,; /0T, and dc,; /3T, for al pairs of partition
elements composing each contact. Every additional sensitivity re-
quires additional NxN storage, where N is the number of points
in the grid of the DCT. As an example, assume Nr = 10, i.e. ten
technology parameters 7, are considered, moreover assume that a
grid of 1024x1024 points is used. Then, the total storage needed by
our approachis 41.9 MByte, which is relatively low considering that
a 1pm resolution would be achieved on a 1x1mm chip size.



3 lterative Substrate Evaluation

Traditional approaches, consisting of solving coarse FD based analy-
sesat each step of the optimization, may reach suchinaccuracy levels
that the insights gained might not be beneficial but misleading, thus
possibly resulting in sub-optimal solutions. Alternatively, wepropose
two methods based on the Green’s Function approach, exploiting the
fact that small adjustments in the position and orientation of layout
elementsresult in asmall changein the potential matrix P [11].

The first technique is based on the Sherman-Morrison formula.
Consider asingle partition  within the moving contact, matrix P will
only changein 2N — 1 entries at most. In order to recompute the
substrate resistive network, it sufficesto compute a partial update of
the coefficient of induction matrix c.

Let P’ be the potential matrix associated with the new configura-
tion. Let P .. andthe rthrow and§P . the cth column of P affected
by the change, then P’ = P + 6P . + §P,.. Hence, P'~! can be
computed directly according to the Sherman-Morrison formula as

cr(céPy)

o /—1_ H _
c=P _c—|—5c,W|th(50_71_1_5PI‘CT7

(16)
where c . isthe rth column of c. Theimpedance and admittance net-
works associated with a substrate configuration can be easily derived
using (10). Dueto the simple structure of matrix X, the complexity of
the update is entirely dominated by the Sherman-Morrison computa-
tion andis only O(N?) compared to the O( N®) complexity required
by afull P matrix inversion.

The second technique is based on the concept of sensitivity to
relocation. Supposethat a contact or a collection of contacts z isto
be relocated on the substrate surface from location xo to xx going
through intermediate locations x1, . . . , Xx—1. One can show that

k
el = [clo+ Y _ [5¢],

n=1

where [c], is the coefficient of induction matrix associated with lo-
cation xo, and [éc],, 1 = [c],.;1 — [€],, isthe (n+1)th update of c.
The updates[éc],,, ; can be computed using the Sherman-Morrison
formulain O(N?) time.

To further speed up the computation one can exploit the “ gradient”
information of resistive and conductive networksR and Y, contained
in[dc],. Assumethat asingle contact = isrelocated in direction v by
anamount |v| — 0. Let us definethe vector VY to be

B=2Y !

vV =
Ay ?
Y Uy

VvY = [A,B]7; A=2Y

vy

The entries of matrix A are defined as A;; = 3Y;;/0v., those
of Bas B;; = 8Y,;/0v,. The minimum step size in x- and y-
direction correspondsto a unit of the grid of the DCT. Hence, matrix
AY /Avy can be approximated by first computing differencesdp; ;1
and 5p,‘j:1d as

Opiy+1 = piy+1 — Piy , ad Opixry; = pix1y —piy - (17)

Then, each component 9Y;; /dv,, is calculated by replacing term c;
with é¢; ;41 in (10). Notice that term d¢; ;41 is derived directly
from matrix ¢ and dp; ;41 using the Sherman-Morrison formula.
Moreover, the direct replacement of ¢;; intheequationsis legitimated
by the fact that all manipulations are linear.

The samemethod isused to derive 8Y /dv,,. Thetime complexity of
the operation is O(N?) since the Sherman-Morrison formula needs
be repeated for all the contacts or partitions involved in the move.
Let us assume that Y /dv, and 9Y /dv, have been computed
at the Oth step of our incremental algorithm. Call [9Y /dv,]  and
[0Y /8v,] , these matrices.
Assuming that the moving partition, contact or collection of contacts
remains close enough to its position of step O, then the conductance
matrix at steps1 < n < k can be approximated as

N Y Y _ T
[Y]nN[Y]O+|:8U$:|OAU$+|:@:|OAUZI_ |:VVY :|0V7
(18)

where v = [Awv,, Av,]T is the vector representing the move of
contact or partition z from step 0 to n.

Theexpressionin (7) iswell-behaved for al finite-sized contactsin
the workspace[11]. Hence, the terms will necessarily §p; j+1 < o
and dp.+1,; < oo. Infact, in our experiments the method has shown
a 1% accuracy when the move occurred in the vicinity of the position
at step 0, while a 10% accuracy was reached when the move was upto
onefifth of the chip size.

These techniques have been used during the evaluation phasein a
Simulated Annealing (SA) based placementtool called Puppy-A [12].
The problem of evaluating substrate effects on performance was ap-
proached in the following way.

1. generate amodel of switching noiseinjection

2. generate constraints for each noise-sensitive node

3. generate resistive network associated with substrate

4. quantify violationsto constraints
For each module ;7 a noise injection model is created, taking into
account both impact ionization and capacitive coupling through de-
vicesandinterconnectlines. Themodel Vs (P;) is based on abank of
independent current noise generators with a unified set of parameters
represented by vector P;. Then, the sensitivity of a given perfor-
mance K; is computed with respect to the parameters P; related
to each noise source 5 acting on every node in the analog modules
being placed. Using constrained optimization techniques [13] and
the specification on the maximum positive and negative performance

degradation A%, /™, a set of bounds Pj(bm‘"d) is generated only
for areduced set of critical nodesn.. The set n.. is generated based
on the cumulative effect of all parasitic noise sourcesacting on each
node similarly asin [13].

In step 3 a given placement configuration is mapped onto a fully
connected graph G's (V, E'), whose vertices V' are the substrate con-
tacts and edges F' are weighted by the conductanceY;; or resistance
R;; between the corresponding vertices ¢ and 5. The calculation of
all violations in step 4 to the given constraintsis carried out by solv-
ing the circuit underlying G's(V, E') and evaluating the appropriate
parameters at each critical node. At each stage of the annealing only
steps 4 and 3 need be repeated, since steps 1 and 2 are carried out
only oncefor each chip.

In SA, at high annealing temperatures, i.e. at the beginning of
the cooling, considerable reshuffling is allowed on the components
of thelayout. Hence, the locations of switching noise generators and
receptors can be significantly modified. At lower temperatures on
the contrary, modules move by lesser amounts in average. Hence,
the edges of G 5(V, E') change with lower frequency and by a lower
amounts. Thisobservation leadsusto the following heuristicsfor the
evaluation of substrate effects after each tentative annealing move.
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Figure 2: PLL schematic

foreach temperature T’
evaluate_substrate_network exactly;
repeat
my = select_move;
estimate_network change(m );
foreach nodej € n.
P ; = estimate_cumulative_noise;
it p; > pltourd)
evaluate_substrate_network exactly;
go-to_next_node;
evaluate_cost_function;
accept_or_reject_move;
until equilibrium.reached

/I Sherman-Morrison update

/I gradient-based update

Algorithm 3: Combined use of Sherman-Morrison and gradient-based methods

After anew movemy and the associatedtrandation v = [Ax, Ay]”

is selected by the annealing algorithm, the sensitivity of the edges
of Gs(V, E) can be efficiently computed. Supposethe set n.. of all

critical receipting nodes has been derived for the circuit, moreover
letn. bethe set of all noiseinjecting nodes. Let[Y ], bethecon-
ductance matrix of all the nodesin n. andin n. andlet [AY ],

be its update. Term [AY¢],, is estimated using equation (18),
where[AY ¢, = [Y],. After updating Y, the resistive network
is solved and parameter P; can be evaluated for all critical nodes ;.
By comparing P; with the bound Pj(bm‘"d) one can obtain the corre-
sponding violation. If aviolation to specificationshas occurred, then
aprecise extraction step must be performed and the precise value for
the violation is used to drive the cost of the annealing in a manner
similar to [12]. Otherwise, the contribution of substrate noiseto node
7 indegrading performance K; is considered negligeable and the cost
functionwill not take it into account. The cost relative to the remain-
ing anal og-specific constraints, aswell as areaand wiring length will

however be computed and use to drive the annealing similarly asin
[12].

4 Results

In this section experiments are presented using the techniques dis-
cussed in this paper, implemented in a C package called SUBRES.
The circuit used in our experiments, a 140 MHz monitor display
controller ( RAMDAC)) integrated in 1zm CMOS technology, in-
cludes three D/A converters, a Phase Lock Loop (PLL) frequency
synthesizer, and digital control logic. The control logic blocks and
converterswere generated using standard and dedicated silicon com-
pilers[14]. The PLL needed particular care dueto its extremely high
sensitivity to thermal noise and spurious signalsoriginated within the
chip.

The PLL architecture, shown in Figure 2, was derived from [15].
Device sizing was performed using a modified version of the sup-
porting hyperplane algorithm and SpicCE for circuit evaluation. The
circuit consists of a digital section, i.e. three divide-by-n modules
and a phase-frequency detector (PFD), and a number of analog com-

[ Conditions [

Measure [ PLLinputfreq. [ n [ VCOfreq. | Specs
Stability 0.56 MHz 100 | 56 MHz Yes
250 | 140MHz Yes
Jitter AT/T | 056 MHz 250 | 140MHz < 0.007
Ph. Margin - - - > 45°

Table 1: PLL specifications

ponents, i.e. an analoglow-passfilter (LPF) and acharge pump (CP).
The interface between analog and digital sectionsis represented by
the voltage-controlled oscillator (VCO), which generates a digital
output at a frequency proportional to the input voltage. Typical fre-
guenciesof operation are shownin the various branches of the circuit
in Figure 2.

The specifications for the PLL are summarized in Table 1. The
jitter % is defined as the ratio between the variation from nominal
of oscillation period AT and period T'. Due to the time-variance of
%, it is generally measured in terms of its peak-to-peak or RMS
value.

Physical Design

First, the various componentsof the PLL were generated using dedi-
cated module generator VVCOGEN for the anal og sections of the layout
and TIMBERWOLFSC-4.1for the digital ones. The module generation
step required a total of 163 seconds on a DEC AlphaServer 2100
5/250. Then, the various blocks of the PLL were placed and routed
along with the other circuits of the RAMDAC. The placement was
carried out using PUPPY-A.

The jitter performance of the PLL is entirely dependent on the
jitter produced by the VCO. Using thisfact a sensitivity based model
of the PLL could be constructed relating the PLL jitter performance
to the level of the noise voltage peak-to-peak present at some critical
locations in the VCO. Then, constraint generator PARCAR [13] was
used to derive a set of constraints on the maximum admissible noise
voltage in each one of the 85 sensitive nodes of the VCO. The CPU
time needed for the constraint calculation was 2545 seconds. In the
circuit there exist three major switching noise injectors, correspond-
ing to the dividers. In order to accurately verify if the constraints
on the maximum admissible noise voltage were violated, an accurate
model was constructed of the injectors using the tool SUBWAVE [16].
SUBWAVE generates simplified substrate noise models, accounting
for the current injected via capacitive coupling by power and ground
busses, connected to the supply though inductive bonding wiring, as
well as current dueto impact ionization and capacitive coupling from

(b)

Figure 3: Estimated switching noise signal amplitude resulting from
cumulativedivider injection during SA: (a) high; (b) low temperature
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| Mode [[ CPU(sec) | Area(®® [ Est. Jiter |
Manual - 5637 x 6481 -
Parasit. 406.74 6765x 6528 0.1
Subst.+Parasit. 885.20 7322x 7716 0.005
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Figure 5: Placed PLL within the RAMDAC

Table 2: Placement statistics obtained on a DEC AlphaServer 2100
5/250

active device areas.

Assuming that the substrate shows a purely resistive behavior, the
calculation of the peak-to-peak voltage at each node of the surface
can be carried out by performing asimple DC analysison the positive
and negative peak values of the current of theinjector. The placement
was performed using the heuristics presented in Algorithm 3. The
constraints on the maximum admissible noise voltage at each node of
the VCO were used in the cost function of the annealing in a manner
identical to that proposed in [12]. Figure 3 shows the estimated val-
ues of switching noise voltage at each location in the chip at different
temperatures during the annealing. As expected, the annealing at-
tempted to reduce the switching noise amplitude at critical receptors
locationsin the VCO, CP and LPF.

Plot 4 shows the impact of estimation algorithms on the relative
error in substrate noise measured at the receptors during theannealing.
All relative errors are obtained by comparison with an exact method,
i.e. Sherman-Morrison update. Curve (c) and (d) show how the
constraint violation is driven towards zero or not whether or not the
proposed substrate injection control is used. Figure 5 showsthe final
placement performed using PUPPY-A. As expected the divider n was
placed at a large distance from the sensitive components of the PLL,
namely the CP, VCO and L PF. Onthecontrary, The sensitivity of these
componentswith respect to the switching noise produced by divider &
issmall, henceit can be placed consequently. For divider m the placer
had to perform atrade-off between the strength of the switching noise
received by it and the parasitics introduced when large interconnect
capacitances are introduced. The same performance model used for
the constraint derivation, along with the noise estimation techniques
outlined in section 2 was used to predict the jitter performancein the
PLL at the end of the annealing. See Table 2.

Trend Analysis
For the PLL, all the potential sources of switching noise are local-
ized in the dividers, while the receptors are in the VCO, CP and

[ Component | Number of receptors | Number of injectors |

divider - 152
PFD - 23
VCO 85 -
LPF 5
cP 6 -
[ Totd ]| 136 [ 175 |

Table 3: Noise injector and receptor statistics in the components of
the PLL

LPF. Injection occurs by impact ionization through the active areas
of NMOS devices (in aN-well processes) and by capacitive coupling
through junctions and interconnect. Receptors arein the active areas
of sensitive devices and supply lines. Table 3 lists the main sources
and receptorsof noisein the variouscomponentsof thedesign. Using
(11) and the sensitivity information 9 K /8Y; ;, performance degrada-
tion A K; can be efficiently computed for PLL, dueto small changes
in the design and/or in the technology. Suppose one were interested
in deriving the trend of the jitter performanceif a new lightly doped
substrate were to be used instead of the low-resistivity one for which
the circuit was designed. Plot 6 shows the values of the sensitivities
of one entry of R at various nominal doping levels (¢4, . . ., £3).

Suppose now we were looking at the effects of contact depth
c. Assuming that all contacts have similar low-resistivity substrate
depth, one can use the expression (28) in Appendix. Plot 7 showsthe
corresponding sensitivities (t1, . . . , £a).

Finally, let us consider the effects of changesin the doping profiles
in Figure 1. Assume that the number of layers stays constant but
the epitaxial layer expands towards the ground-plane. Plot 8 shows
the sensitivity values (t1,¢2). Table 4 reports the CPU times for
the sensitivity analysis performed in the various experiments and the
estimated trend of jitter performance degradation computed using
(12).

5 Conclusions

Novel techniques based on a Green's Function approach to sub-
strate analysis have been proposed for efficient evaluation of parasitic
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[ Experiment ][ CPU times(sec) [ Jiter trend |
Epitaxy doping 3038.88 134
Contact depth 2858.83 0.95
Profile change 4005.46 0.55

Table 4: CPU times for trend analysis on a DEC AlphaServer 2100
5/250 with 297 noise sources/ receptors.

switching noise injection. Sensitivity analysis is the basis for the
characterization of performance in complex mixed-signal circuits.
Efficient sensitivity analysis of the various substrate parasitics with
respect to technology parametersare used for making atrend analysis
on the effects of technology migration and scaling. The suitability of
the approach has been demonstrated through a medium sized mixed-

signal 1C onwhich acomplete analysisof theimpact of substratewas
performed.

Appendix

Terms Go, I ;v and 8 are computed recursively as

R SN - 0 {@}
Go= abew B { r }_ [ (Ek_lk—l)dk 1 rey |» Q9

with 8o = 1, I'o = d. Term f,.,, is computed as follows

1 tanh(Ymad) + T m nm
25 (Ymnd) + T m = A J(P 2 4 (B2

fmn = abYmnen BN + Tntanh(Vmnd) ' a b
(20)

Terms 3 and I i for m # 0 or n # 0 are computed recursively as
Br | _ Br- i
{ r: } = Ak { r:_i } ,with (21)

6k_lcoshzt% — sinhZGk
Ap = (

k
1— 221y coshbysinhdy,

k

(E=2 — 1) coshbysinhby
coshZGk — Ei;lsinhZGk ’
wherel < k < N, 8k = Ymn(d —di), So = 1, and o = 0.
For the computation of sensitivities, let us consider first parame-
ters 'y and 3 as defined in equation (21). Assume Ty = ey,
then all ', and 35 will not depend on ¢, when 0 < k& < ¢, hence
[2e 261" = 0, VO <k < (. Consider first the case in which
£ £
k = £. Equation (21) becomes

o8y . ﬁ
aT, £—1 4 — .
5| =5 A[{ rf_i },wnh (22)

5T,

—cos hzh

A, = —coshf, sinhb,
t= coshBy sinhb,

sinh%0,

Terms [ ,—1 and 3,_1 are already known, while §; = v, (d — d¢)

and ymn = /(%)% + (57)%
Secondly, consider the case in which & = ¢ + 1. Equation (21)
becomes
OBs41 1 g 8¢
8T, _ —A'[ ‘ } A 8T,  with 23
[] L]t [—]W “

cosh2€l+1
—coshf,qq sinhf,qq

|

A |: EZilcoshZGH_l — Si”h294+1 (EZil — 1) coshf,yq1 sitnhf,qq
=1 o

. 2 )
l+1) coshfyyq sinhf, g, cosh0, 41 T}

coshf,yq sinhf,qq
—sinh?0,4, and

sinh0,4,

Forf+1 < k < N,9p; /8T, and Al 1. /9T, arecomputed recursively
as

28 OFk—1

o7, ; o7,

ar,f =Ag arkfl ) (29
EE) 8T,

fk—1 20 o2 fk—1
A, = |: —— coshf, — sinh“0y ( ™
(

1— E=1) coshby sinhby

— 1) coshby sinhfy
coshZGk — Ei;lsinhZGk ’
where 38x_1/9T, and Al ,_1/3T; are obtained directly from equa-
tion (23). The recursion (24) ends when 38y /9T, and O v /9T,
arefound. ®

Next, assume T, = d,, the layer thickness. Similarly as before,
consider first the casein which & = ¢. Equation (21) becomes

o8
o | - “21 ) A, | Pt | with (25)
orf | = vma (5 )

A, = 2sinh6y coshf, cosh20,
£= —cosh20, —2sinh, coshf, |’

where,_1 and 3,_1 are already known, while 8; = v,n(d — dy)
and yun = /(57 + ()2

Secondly, consider againthe caseinwhich ¢+ 1 < k < N, 93x/0T;
and ol /9T, are computed recursively as

3By 9Bk—1
3T, A 3T,
ory =Ax = o1

T, Ty

]  with (26)



L=leosh?6y — sinh®0x (=L — 1) coshb sinhby

Ap = k¢ e
* (1— =2y coshy, sinhby  cosh®0x — E=Lsinh?0,

)

where 38, _1/9T, and 3T ,_1 /3T, are obtained directly from equa-
tion (25). The recursion (26) ends when 338y /9T, and O v /0T,
are obtained. ®

Consider now the sensitivity of the term &,,,,, with respect to pa-
rameter T;. kmy IS defined in equations (7) and (20); after full
expansion of its terms, it becomes

k _ ab Cmn Bntanhymnd+l
M m2n2nly ey BTN tanhymad
1 M 7T

With ymn = \/(%5)% + (55)2.

Hence, assuming T iseither adoping level, which resultsin different
¢, Or a layer thickness d,, the sensitivity of k,,, with respect to
T,, V0 < ¢ < N iscomputed as

Bkpn  abCp, 1 y
8Ty ~ m2n2m%ymnen (BN + Fvtanh(Vpnd)]?

[Bntanh(ymnd) + T8N + Tvtanh(Ymn d)]—
[Bntanh(Ymnd) + TNIBN + Tntanh(Yomnd)],
wherethetermsl y = 6 x /8T¢ and 3 = 88 /T arecomputed
from equations (24) and (26). Similarly, using (24), (26) and, slightly
modified, (27), expressions can be easily derived for T, = d or ex.
|

(@7)

Finally, consider the sensitivity of term p,; with respect to contact
depth c. Expressionsof term p;; for non-zero depth, derived in [11],
are reported here.

cec2 3
Pij = m (—ﬁN( 2L+ ) +6264rN) +
- - [m(m%)_m(m%)] [m(mz—‘*)_m(m§)]
2 im0 2anmo (e2—e1) (aa—73) x
[sin(nﬂ'%z) - sin(mﬂ'bb—l)] [sin(mﬂ'%“) - sin(mﬂ%)]
kmn , (28)
(b2 = b1)(ba — b3)
where the term &,,,,, is calculated as
2
— a2p2 ___%s¢%
kmn = Cmn 55z | frun ZabeNCZC4) . (29)

withey = maz(cz, ca) andecs, = min(co, ca).

Assume that all contacts have identical depth ¢, then sensitivity
9p:; /dc is computed as follows

Orij _ _2_ BN +
Fc = T 3ubenBy

- - [m(m%)_m(m%)] [m(mz_‘*)_m(mg)]
om0 2o
by

(ag—aj)(ag—a3)
onp [rinlnmR)=sin(mn )] [sin(mn ) —sin(mn33)]

by 4

oc (b2=1) (b4=b3) ’
(30)
where the term 8k, /9c is computed as
Okpn _ Ok _ a1 -
dec  dc T m2n2x4 2abe

where C,,,,, is defined in section 2. Due to the linearity of the DCT,
it is possible to compute the sensitivity of the coefficient of potential
by simply calculating &, and by performing the DCT onit. l
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