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Abstract

Computer system design addresses the optimization of
metrics such as cost, performance, power, and reliability in
the presence of physical constraints. The advent of large
area, low cost Multi-Chip Modules (MCM) will lead to a
new class of optimal system designs. This paper explores
the early analysis of the impact of packaging technology
on this design process. Our goal is to develop a suite of
tools to evaluate computing system architectures under the
constraints of various technologies. The design of the
memory hierarchy in high speed microprocessors is used
to explore the nature and type of trade-offs that can be
made during theconceptual design [15] of computing sys-
tems.

1 Introduction

The optimization of metrics such as cost, performance,
power, and reliability subject to physical constraints, is
central to computer system design. An accurate analysis of
the effect of packaging technology and options early in the
system design process will enable the implementation of
systems thateffectively utilize available packaging tech-
nology. In particular we are interested in the impact of
Multi-chip Module packaging technology on the architec-
ture of computing systems. A first step towards this goal is
the development of analysis tools to assist the systems
designer in understanding the effect of packaging con-
straints on the computing system architecture.

This paper describes initial efforts towards assessing
the impact of the next generation of MCM packaging tech-
nologies on the architecture of computing systems. The
challenge is in the construction of an evaluation environ-

ment that will i) enable rapid prototyping of high level
models of computing systems early in the design cycle, ii)
facilitate the analysis of the relationships between packag-
ing technology and system metrics such as cost, perfor-
mance, power and reliability, and iii) enable an interactive
exploration of trade-offs between packaging level options
and architectural techniques. This paper illustrates our ini-
tial efforts towards these goals with an example of archi-
tectural trade-offs that can be made to optimize the use of
MCM packaging technology.

The following section briefly reviews the major
changes in physical constraints that are provided by MCM
technology, and which can impact the computing system
architecture. An example of the application of this
research to the design of a high performance computing
node is presented in Section 3. The models used for the
analysis are discussed in Section 4. Section 5 presents the
results of some example trade-off studies for modern
microprocessors and specific results for the Alpha 21164.
The paper concludes with a status report and the direction
of ongoing and future efforts.

2 MCM Packaging Technologies

Multi-chip Modules (MCM) introduce an additional
level in the packaging hierarchy wherein multiple dice can
be directly placed on a module substrate that is typically a
laminated interconnect (MCM-L), ceramic interconnect
(MCM-C), or deposited interconnect (MCM-D). The ten
year goals of the newly established Packaging Research
Center at the Georgia Institute of Technology include an
order of magnitude reduction in MCM cost, with an atten-
dant factor of 5-10 improvement in performance, size,
reliability and chip I/Os. The major issue for system
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designers is to understand how computing system archi-
tectures can make the best use of these improvements in
MCM technology. Characteristics of MCM packaging that
impact architectural trade-offs include the following
[15,5,3].

Off-chip Delay

Global interconnects on MCM substrates are lower loss
than intra-chip interconnects. As a result, better perfor-
mance can be obtained through the use of MCM technol-
ogy. A reduction in inter-chip latency is possible due to
lower parasitics. This allows the repartitioning of a mono-
lithic design across several smaller dice.

I/O Bandwidth

MCM technology supports area I/O as opposed to
perimeter I/O available using single chip packaging.
Lower parasitics also support higher I/O bandwidth.

Process Constraints

If monolithic designs can be cost-effectively imple-
mented on several smaller dice, architectural components
such as cache memories can be implemented in optimized
IC processes.

We are interested in how these and other MCM packag-
ing related factors affect system design. The goal of this
research is to enable the exploration of the interactions
between packaging technologies and system architecture.

3 Case Study: Processor-Memory
Hierarchy

This type of early analysis can be illustrated by an
example. The memory hierarchy is a critical component of
modern high performance RISC microprocessors. While
processor clock speed has continued to increase dramati-
cally, memory speeds have grown much more slowly. This
has resulted in the need for multiple levels of cache mem-
ories to enable the processor to continue to function at the
maximum speed. The large difference between intra-chip
and inter-chip delays, and the limited number of I/Os
available in modern packaging technology has promoted
larger dice and migration of the cache hierarchy onto the
die. For example, the 300 MHz 21164 Alpha processor[4]
has 8 KB level 1 (L1) data and instruction cachesand a 96
KB level 2 (L2) cache on chip. The resulting die is 18 mm
square and is manufactured in 0.5 CMOS technology. As
die sizes increase, yields drop, costs rise and the high
resistivity of the aluminium interconnect causes intra-chip
delays to become significant.

Several recent studies have begun to examine the
impact of the MCM technology on the memory hierarchy
[5,3,13]. Consider the options that would become avail-
able with a large number of I/Os and dramatically reduced
cost of MCM manufacturing. With off-chip delays no
longer dominant, chip boundaries may be re-drawn to pro-
vide better trade-offs in cost and performance. Specifi-
cally, consider moving the L2 cache off-chip in the above
example of the DEC Alpha processor, resulting in the fol-
lowing trade-offs.

• This partitioning will result in smaller die for
the processor (logic) which leads to higher
yields and hence lower cost.

• An SRAM process may be used for the L2
cache rather than a logic process, leading to a
denser, faster design.

• The reduced processor die cost may enable a
larger L2 cache, which improves perfor-
mance via a higher cache hit rate. This
improvement may compensate for any nomi-
nal increase in L2 access times due to off-
chip delays.

• Several smaller die vs. one large die pro-
duces a dilation in the distribution of the
thermal energy generated by the devices.

• The size of the MCM substrate increases as a
function of the die footprint, increasing the
substrate cost.

• The increased number of I/Os due to parti-
tioning at the L1/L2 interface might add to
the die testing costs.

• The increased number of I/Os may also
increase the MCM substrate testing costs.

The above are examples of the types of architectural
trade-offs that become important with the new MCM
packaging technology. Our goal is to be able to perform
such trade-offs during conceptual design. This paper spe-
cifically focuses on the trade-offs between on-chip versus
off-chip L1 and/or L2 caches. The cache performance
numbers used in the following analysis are published fig-
ures [8].

4 Packaging Models

The following describe the models used to study the
trade-offs reported here.



4.1 Cost Model
The cost model is similar to those developed elsewhere,

modified to reflect the technology goals of our center
[5,14]. Equation (1) estimates the cost of a single chip
module (SCM) based on the wafer cost, logic process
yield, memory process yield, packaging cost per I/O, and
the testing cost.

, (1)

where  is the base cost of the wafer including the
processing costs,  is the cost of testing all the yielded
SCMs,  is the cost of the package used for the
SCM, and . The relevant
parameters [5] used for the model are shown below.

• Cost of processed wafer = $5000

• Cost of Packaging = $0.10 per I/O

• Cost of testing SCM = $0.10 per I/O

• Cost of testing bare die = $0.15 per I/O

• Cost of substrate = $50 per in2

• Cost of test and assembly = $15 per module

The total number of dice obtained from a wafer, known
asnumup, is determined by (2).

(2)

The logic die yield is given as

, (3)

while the memory die yield is given as

. (4)

In the above expressions,  represents the diameter of
the wafer,  represents the area of the die, and  repre-
sents the defect density. Note that memory die yields are
superior to logic die yields. This is due to the use of well
known techniques for using redundant columns of cells to
improve the yields in the presence of faults.

The MCM cost is determined based on the cost of the
bare die, testing cost for each die, and the cost of manufac-
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turing, testing, and assembling the MCM substrate. The
expression for the MCM cost is given by (5).

(5)

4.2 Interconnect Delay Model
Global interconnects within a modern electronic system

exist at two levels: within a single chip (intra-chip inter-
connects) and within the packaging medium connecting
multiple chips (inter-chip interconnects). Our analysis of
pulse propagation in both types of interconnect follows
that in [1]. Inter-chip interconnects on a typical MCM sub-
strate are characterized by low-loss dielectrics and by con-
ductors with low resistivity (e.g., copper) and large cross-
section, making losses due to line resistance and shunt
conductance negligible in the delay model. This allows
inter-chip interconnects to be modeled as lossless, ideal
transmission lines. For global interconnects within a chip,
the line resistance cannot be ignored when it is compara-
ble to or larger than the resistance of the device driving the
line. The resistance of global on-chip lines becomes sig-
nificant as feature size is scaled down and die size is
scaled up. Because the resistance of an on-chip intercon-
nect usually dominates its inductance, it can be modeled as
a distributed RC line. The time required for the output of
the line to attain 50% of the input voltage step is given by

, where  and  are the resistance and capaci-
tance per unit length and  is the total interconnect length.

To compare the costs of inter-chip and intra-chip com-
munication, the delay models cited above are shown in
Figure 1 in the context of practical driver-receiver circuits.

In each circuit, a minimum-sized CMOS inverter within a
source logic block produces a signal that must be transmit-
ted to a receiver logic block via an interconnect. The out-
put of the source is amplified by a cascade of optimally-
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Figure 1. 50% Delay Models for Inter-chip and Intra-
chip Interconnects
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sized drivers. In the inter-chip delay model, the source and
receiver are on separate chips. The interconnect between
the chips is modeled as a lossless transmission line with a
specified time-of-flight delay and characteristic imped-
ance. At each end of the line, lumped RLC elements are
used to model the parasitics associated with connections
between the chip and the next level in the packaging hier-
archy. Assuming the die is attached directly to the chip
carrier, the chip-to-package connection could represent
either a wire-bond or a solder bump bond. The transistors
driving the output pad are sized so that their driving resis-
tance matches the characteristic impedance of the trans-
mission line. Driving an off-chip interconnect in this way
decouples rise/fall times at the driven end from the total
capacitance of the line and allows signal propagation to
occur at the speed of light.   In the intra-chip model, the
source and receiver are on the same chip and are con-
nected by a global interconnect modeled as a distributed
RC line. Although the intra-chip signal path avoids the
package parasitics in the inter-chip delay model, the sig-
naling delay is quadratic in the interconnect length imply-
ing that intra-chip delays can actually exceed inter-chip
delays for long lines.

5 Results

Cost and interconnect analyses were performed for the
Alpha 21164, MIPS R10K, PowerPC 604, and the Pow-
erPC 620. In each case, the system was re-partitioned
along the processor to memory hierarchy interface. For the
MIPS and PowerPC implementations, this involved mov-
ing the L1 caches off-chip. For the Alpha 21164, two alter-
natives were examined: moving only the L2 cache off-
chip, and moving both the L1 and L2 caches off-chip.

The cost analysis was based on a defect density of 0.9/
cm2. The cost comparison takes into account the cost of
testing and packaging the SCM, and the costs of the sub-
strate, and test and assembly for the MCM. It should be
noted that partitioning at the cache boundary results in an
increase in the number of I/Os required in the logic and
memory portion of the microprocessor. As a result the die
used on the MCM are assumed to be area bonded. The
comparison of costs for the microprocessors when pack-
aged as an MCM instead of SCM is shown in Figure 2a.
We note that there is a cost advantage resulting from the
re-partitioning in all the processors except the PPC604.
This is because most of the savings are derived from the
area reduction in the logic die when the L1 cache is moved
off the processor die. The area of the L1 cache in PPC604
is relatively small, hence reducing the benefits obtained.

A cost/performance analysis using an Alpha 21164 as
the base case and varying L1 cache sizes was also per-
formed. Since memory traces for these relatively recent
processors were unavailable, we used results from Jouppi
et al. [8] where the effect of varying cache sizes is pre-
sented in terms of the impact on the average time per
instruction (TPI), the average time to execute an instruc-
tion for the SPEC benchmark traces. The cost was com-
puted for the SCM and MCM implementations using the
models in Section 4.1. The cost/performance results are
shown in Figure 2b. As expected, we see advantages for
moderate to large cache sizes. For smaller cache sizes the
increase in the area of the processor die is not large enough
to offset the costs of an increased number of I/Os, and the

Alpha Alpha R10K PPC604 PPC6200
100
200
300
400
500
600
700
800
900

1000
1100
1200
1300
1400
1500

C
os

t (
$)

Defect Density = 0.9 / cm2

SCM
MCM

MicroProcessors

 (L2) (L1+L2)
21164 21164  (L1)  (L1) (L1)

1 10 100 1000

L1 Cache Sizes (KBytes)

10

102

103

104

P
ric

e/
P

er
f. 

($
/in

st
ru

ct
io

ns
/c

yc
le

) SCM
MCM

Defect Density = 0.9 / cm2

(a)

(b)

Figure 2. (a) Comparison of SCM and MCM costs fo r
modern microprocessors; (b) Comparison of SCM and
MCM Price/Performance



cost of a larger substrate. As cache sizes increases, the area
increase in the microprocessor die becomes significant
with significant reduction in the yields leading to increas-
ing cost. We observe that the crossover point occurs when
the cache size is approximately 20 KB. Most modern
microprocessors use L1 caches of size 32 KB, which
favors the MCM implementation.

Since on-chip delay increases more rapidly than off-
chip delay with longer interconnects, a monolithic solution
does not always represent the best cost-performance trade-
off. To illustrate this point, analytical approximations of
intra-chip and inter-chip 50% delays from point A to point
B (Figure 1) are plotted in Figure 3 as a function of inter-
connect length. The delay equations are derived from
expressions given in [1].

(6)

(7)

In (6) and (7), rint and cint are the resistance and capaci-
tance of the distributed RC line per unit length, Crev is the
input capacitance of the receiver circuit,  and  are
the driver resistance and gate capacitance of a minimum-
size inverter,  is the delay through the driver cascade
(approximately 0.3 ns for both model), and  is the inter-
connect length. The curves in Figure 3 were generated
using device parameters from a 0.5 micron 3.3V process.
On-chip interconnects have a height of 1 micron and a
width of 2 microns, yielding a  value of 140 .
Given the effects of fringing fields, a limiting value for

 of 2 pf/cm is used [1].
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As Figure 3 shows, the break-even interconnect length
is approximately 1.25 cm, i.e. signal paths longer than
1.25 cm should be routed via the MCM substrate. How-
ever, on-chip interconnects in a monolithic system will
typically be shorter than off-chip interconnects in a parti-
tioned, MCM-based system with identical functionality. In
Figure 3, the cluster on the left indicates the signal path
lengths for the monolithic implementation of 4 commer-
cial microprocessors. The cluster on the right indicates the
corresponding inter-chip lengths when the caches are
moved o f f -ch ip  in  the  MCM so lu t ion .  For  the
Alpha21164, the interconnect between the L1 and L2
caches is the worst-case length. For the other systems, the
worst-case interconnect length is between the fetch unit
and the L1 cache. Figure 3 shows that the worst-case
delays are comparable for the PPC604, R10K, and
PPC620 systems. The delay for the partitioned Alpha sys-
tem is significant lower than the delay for the monolithic
Alpha implementation. As future processors become
increasingly complex and larger, and MCMs become less
expensive, the MCM solution should become increasingly
effective.

To obtain more accurate results for the Alpha, HSPICE
models using the process parameters given above were
constructed for the circuits in Figure 1. The package bond
parasitics used in the simulations were typical of flip-chip
C4 bonding process. These simulations show a significant
performance benefit using separate die for the processor
and the second level cache. The 50% propagation delays
from point A to point B in Figure 1 are tPH = 0.54 ns and
tPL = 0.60 ns for the partitioned system compared to tPH =
0.68 ns and tPL = 0.75 ns for the monolithic system. The
rise and fall times at the receiver input (point B) for the
partitioned system (tRISE = 0.04 ns and tFALL = 0.06 ns)
are also much smaller than those in the monolithic system
(tRISE= 0.98 ns and tFALL = 1.06 ns). Further simulation
details can be found in [6].

Figure 4 shows that the MCM cost increases linearly
with the die test costs and quadratically with the defect
density. Hence, there is a need for extensive, detailed mod-
els of testing costs (both MCM substrate and die) to accu-
rately predict MCM costs.

6 Conclusion

The goal of this work is an understanding of the impact
of MCM packaging technology on system design. Prelimi-
nary results suggest that MCM technology can be
exploited to realize a new class of cost effective system
designs. The partitioning of the memory hierarchy is sen-
sitive to packaging technology. MCM packaging can



result in a large monolithic die being replaced by several
smaller dice. This reduction in individual die size leads to
improved yield. The separation of memory and digital
logic allows the use of optimized IC processes. With the
L2 cache on a separate die, it can be enlarged to further
improve system performance. Partitioning may also help
in addressing thermal management issues. These advan-
tages are achieved at the expense of the added cost of a
larger substrate, increased test and assembly of the MCM
and the wafer bumping. The right balance is established by
system performance goals. We are currently incorporating
these models into IMPACT: a set of modeling and analysis
tools for assessing the impact of MCM technology on the
design of the next generation of computing systems.

As MCM technology advances will become an increas-
ingly favorable option for a wide range of applications.
We hope to facilitate this process with early analysis tools
that can reliably predict the impact of packaging options
on system level metrics.
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