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Abstract

This paper_addresses the optimization of a circuit for
low power using transistor reordering. The optimization
algorithm relies on a stochastic model of a static CMOS
%ate that includes the power of internal nodes of the gate.

his power-consumption model depends on the switchin

activity and the equilibrium probabilities of the inputs o
the gate. The model allows an exBI oration of the different
contigurations of a gate that are obtained by reordering its
transistors. Thus, the best configuration of each gate is
sgldectcgg and the overall power consumption of the circuit is
reduced.

1 Introduction

The continuousincreasing packing density and clock fre-
quency of static CMOS circuits has pushed low power as
one of the principal design parameters, specidly in battery-
powered portable systems, such as note-pad computers, per-
sonal digital assistants, multi-media terminals and mobile
tel ephones. S o

This paper addresses the optimization of acircuit for low
power using transistor reordering from a gate-level descrip-
tion. Theoptimizational gonthm uses a power-consumption
model of a static CMOS gate that takes into account the
power of the internal nodes of the gate. This model allows
a fast exploration of the different configurations of a gate
that are obtained by reorderingitstransistors. Thus, the best
configuration of each gate is selected and the overall power
consumption of the circuit is decreased. .

We focus on combinational multilevel circuits, where it
has been shown that the power consumption of uselesssignal
transitions(i.e. thosetransitionsthat do not contributetothe
final result of the circuit) accounts for alarge fraction of the
overall dynamic power consumption of the circuit. Thus, it
isnecessary toincorporate the switching activity of theinput
signalsinto the power-consumption of the gate.

1.1 Motivation examples

Toillustratewhy it isimportant to incorporatethe switch-
ing activity information to the power estimation of a gate,
consider the four possible configurations of the gate in Fig-
ure1(a) thatimplement function y = (a1l + a2) b. Different
switching activity of the inputs (D41, D42 and D;) results
in a different optimal transistor reordering of the gate as it
isshown in Table 1(b). The equilibrium probability (i.e. the
probability for asignal tobe’1’) of all input signalshas been
set to 0.5. Table 1(b) shows the power consumption for two
different input switching activity scenarios (cases (1) and
(2)) of the different configurations relative to configuration
(D) in case (1). Time intervals between two consecutive
transitionsof input signal k to the gate follow an exponential
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Figure 1: (a) Four implementations of function y =

(al+a2)b and (b) relative power consumption for two
different input activity scenarios.

distribution with average 1/D;. In case (1) the best tran-
sistor ordering is given by configuration (A) of Fi %ure 1(a);
the power consumption is decreased by 19% with respect
to configuration (D). In case (2), the power is decreased by
17% if configuration (D) is taken instead of (A). )

The ripplecar%_ad er is another example in which the
equilibrium probability does not 8|ve enough information
to optimize gates for low power. Consider an adder imple-
mented as a chain of full-adders that has to calculate the
addition of two n-bit operands with equal equilibrium prob-
ability for al bits. The eguilibrium probabilitiesof all inputs
of the full-adders is 0.5, but it is clear that the switching
activity of theinputs of the full-adders corresponding to the
operands is low (0.5 transitions per operation) whereas the
switching activity of the input corresponding to the prop-
agated carry is higher (specially in those full-adders that
compute the most-significant bits) because of the generation
and propagation of useless signd transitions.

2 Previouswork and overview

Carlson [211 hinted the possibility to use the transistor-
reordering technique to decrease power consumptionand he
presented an agorithm for delaprer/area optimization
where high speed was synonym of high power consumption.
This approach of measuring power consumption is not suf-
ficiently accurate since it does not consider the probability
and switching activity of signals. No power consumption
reductions are reported in [2?. ) )

I nput reordering conformasubset of transistor reordering
techniques. For example, by reordering the inputsin a 3-
input NAND gate, 6 different configurations of the gate are



obtained; the same occurs if we apply transistor reordering.
But in the gate represented in Figure 1(a), only two different
configurationsare obtained by applying input reordering and
four are obtai ned with transi stor reordering. Input reordering
hasbeen used in[10, 1] along withtransi stor sizing to reduce
power consumption. It is not clear in those works which is
the contribution of the input reordering technique by itself.
This is true specidly in [1], where the largest power con-
sumption reduction (15%) is achieved inthe benchmark with
thelargest number o hl%h-fanout gates. Input (or transistor)
reordering techniques obtain better results when applied to
low-fanout gates because these techniquesfocus on reduci n?
the power consumption of the internal nodes of the gate. |
the output capacitance is increased, the overall gate power
reduction obtained is decreased [4]. Our work accounts for
the transistor-reordering technique by itself. We maintain
constant the size of the transistors when they are reordered
in each gate. ) ) )

In [4], input reordering techniques are applied to alarge
variety of CMOS NAND gates ranging from 2 to 8 inputs.
The major contribution in [4] is the description of a new
model for the power consumptionof aMOSFET chain. This
model accountsfor the consumption of internal nodes and it
depends only on the equilibrium probabilities of the inputs
of the gate.

Theclosest worksto oursare[8,9]. In[8], aclear example
of the effect of transistor reordering on the power consump-
tion of a circuit is shown. An estimated average of 6% In

ower reduction is obtained for some MCNC benchmarks.

inally, in [9] the authors propose a set of simple transistor
reordering rules for both basic and complex CMOS gates to
minimize the switching activity at theinterna nodes. Aver-
age reductions of 9% are reported for several circuits.

2.1 Overview of our approach

10K trans./sec a b a c b c
100K trans./sec b a c a c b
1M trans./sec c c b b a a

[ Power [[ 091 T 091 ] 095096 [ 099 [ 1.0 |

Table 1: Relative power consumption in a 3-input NAND
gatefor different input activities.

We present a power-consumptionmodel of astatic CMOS
gate that depends on both the static probabilities and the
switching activity of itsinputs. This mode is based on the
transition density measure of activity in digital circuits Pro-
Posed by Najm [6]. Our power-consumption model differs

rom the one presented in [4] in that we take into account the
switching information of the input signals. As an example,
consider a 3-input NAND gate. Assume equilibrium proba-
bilitiesof 0.4,0.5and 0.6 for itsinputsa, b and crespectively.
Table 1 showstherel ative power consumption of the gatefor
different input switching activity scenarios. Our modd dis-
cerns, among the six possible input reorderings, those that
give the maximum and minimum power consumption. The
model in [4], on the contrary, can not discern any of the
r?orr?len ngsand it providesthe same power estimation for all
of them.

An agorithm that traverses the gate-level description of
the circuit and uses the gate model mentioned above is pre-
sented and results are reported for a wide range of MCNC
benchmarks. A cdll library with different instances of asin-
gle gate to obtain all its possible transistor reorderings has

eenimplementedin aSea-of-Gatesdesignstyle. Theresults
are based on switch-level simulationsand show that power-
consumption reductionsof up to 20% may be obtained when
applying the transistor reordering technique.

e paper isorganized asfollows:. in ion 3, apower-
consumption model of a static CMOS gate that takes into
account the power consumption of the internal nodesis pre-
sented. In ion 4, an agorithm that traverses the gate-

level description of the circuit and generates an optimized
circuit for low power is described. Results are presented for
several MCNC benchmarksin Section 5. In Section 6, some
conclusions are drawn.

3 Power consumption of CMOS gates

In CMOS circuits there are three sources of power con-
sumption: switching activity, direct-path short-circuit cur-
rent and leakage current. In static CMOS, the switching
activity source dominates the total power consumption be-
cause of the chargi ng of capacitors. The average power con-
sumption of a CMOS gate can be model ed with the equation

Croaa V2, D . .
Py = %’;7‘“ , where (44 1sthe load capacitance,

Vaa iSsthe powgcsupply, 1.y. isthe globa clock period and
D isthenumber of signal transitionsat the output of thegate
per clock cycle.

3.1 Definitions and overview

Definition 3.1 (Stochastic process) Let #(t) be the value
of a system characteristic being observed at time¢. In most
situations, x(¢) isnot known beforetimet and may be viewed
as arandomvariable. A stochastic process isa description
of the relation between the random variables x(t).

Definition 3.2 (Stationary Markov process) A stationary
Markov process is a stochastic process where the proba-
bility law relating the next period’s state to the current state
does not change (or remains stationary) over time.

Definition 3.3 (Equilibrium probability) Let x=(t),t €
(—o0, +00), be a 0-1 stationary Markov process with ran-
dom transition times. The probability that it takes the value
1 at any given time ¢ is the expected value E[x(¢)] at that
time and it is independent of time. Thisvalueis called the
equilibrium probability of «(¢) and is denoted as P(z).

Definition 3.4 (Switching activity) The switching activity
of a 0-1 stochastic process x(t) is the number of O-to-1
transitionsand 1-to-Otransitions of () in a time unit.

Henceforth, we will model logic signals of a circuit as
0-1 stationary Markov processes asin [6] to derive a power-
consumption model of a static CMOS gate that includes the
switching activity at the output and internal nodes of thegate.
The model dependson boththe equilibrium probabilitiesand
the switching activity of the inputs of the gate.

The switching activity in both input and output nodes
of a gate is measured with the transition density technique
described in [6]. This technique is briefly reviewed in the
next section.

3.2 Transtion density

The transition density is a compact measure of the
switching activity in digita circuits. The transition den-
sity of anode is the average number of signal transitions

per time unit of that node and it is defined as D(y;) =
Zﬁz_olP(gixi)D(xi) , Where P(z) is the equilibrium prob-
ability, D(z) is the transition density, = (y) are the n (im)
gate inputs (outputs). gixi is named the boolean differ-
ence and it is a boolean function that may depend on all
zp, p=1...n, p # i. The boolean difference 2¥ is de-
fined & ylp=1 & yle=o= y(x) & y(F) . If 22 = 1, then
al thetransitions at input ; are propagated to output y; .

Thus, the transition density provides a fast way of prop-
agating switching activity from the primary inputs to the
outputs of the gates that compose a circuit.



3.3 Extended power-consumption model
3.3.1 Notation
CALCULATE_H_FUNCTION (nk, function)
df s list, = DEPTH_FIRST_SEARCH (nk, vdd)
foreach element (df s listy, ex,)
ADD_INPUT_TO_MINTERM (ekl,function)

isource(ekl) = wvdd then
CREATE_NEW_MINTERM ( function)

(b)
Figure 2: (a) Static CMOS gate representation and (b) algo-
rithm to obtain function H,,, .

We represent a static CMOS gate as a directed acyclic
graph (V, E). V = {ng...np_1,y, vdd, vss} is the set
of nodes representing the p interna nodes of the gate
(no...np_1), theoutput node (y) and the power and ground
nodes (vdd, vss). The set of edges representing the 2¢ tran-
sistors (¢ of type P and ¢ of type N) that connect nodesin V/
iISE = {eop ...€q-1,,¢€0y ---€¢g-1, }. Figure2(a) shows
the graph representation of gate (C) in Figure 1(a). Notethat
mi S rgtpr%ntati on retains thetransistor order information of

e gate.
e power consumption of a node (output or internd) of
agaeis ?otentially affected by dl the inputs of the gate.
In particular, the power consumption of node n; produced

. c SVECny Tajmn i
by input ; (W, |z,) is % where 7y, ., IS

the number of transitionsthat node n;, undergoes because of

input z;. Inotherwords, 75, ., expresses how many signal

transitions of z; (D,,) are propagated to node ny. C,, is

the capacitance of node ny,*. _ _
Henceforth, we assume that a node is charged (dis-

charged) only when there is a direct path from power

(ground) supply to the node, i.e. we do not consider charge

aring among the nodes of the gate.

3.3.2 Computation of the model

To compute 7, ., , theboolean function that representsall
possible paths from power supply to node n; needs to be
calculated. Let uscal H,, thisfunction; similarly, G,,, is
the boolean function that represents all possible paths from
ny, to ground 2.

The algorithm to obtain the #,,, function is depicted
in Figure 2(b). Function H,,, is obtained by generating a
minterm for each possible path from node n; to supply node
vdd. A path from node nj, to vdd is a set of » edges ey,
S0 that dst(ep,) = ng, dst(eg,) = sre(er,y), - .., dst(er,_,)
=sre(eg,_,) and src(er,_, ) =vdd, wheresre(ey,) (dst(ey,))
is the source (destination) node of edge e;,. Using a depth-
first-search approach [3], alist of al edgestovisitis created
(depth_first_search_listy). Afterwards, the edges of this
list areadded to thecurrent mintermof the #,,, booleanfunc-
tion (ADDINPUT_ TOMINTERM()) UNtil an edge ey, ; isreached so
that src(er,) = vdd. In this case, a new minterm is cre-

ated (crREATENEW MINTERM()), sharing with the last created
minterm all its edges but the last one visited.

1Because of thetask of modeling the capacitancesof the nodesof agate
is difficult, these capacitances should be extracted and stored for all gates
of thelibrary whenever it is possible. Thisis the approach followed in this
paper.

’Note that Gn, and Hy, are complementary functionsonly whenny
isthe output node (v) of the gate.

Intheexampleof Figure2(a), thefour mintermsgenerated
when calculating H,,, are {alb, ala2, al,a2b,a2a2all,
leading to H,, = b(al+ a2). Similarly, G,, can aso be
derived. In Figure2(a), GG,, = b. The time complexity of
tgtege algorithmsis linear in the number of transistors of the
? Afterwards, the boolean difference of function /,,, with

respect to input «; (that is a;‘;"k ) and the equilibrium prob-

abilities of node n; need to be calculated. The boolean

function afx"k iscalculated asexplained in Section 3.2. The

equilibrium érobabilityof noden;, isobtained asfollows[4]:
the probability of node n;, of being’1’ at a given instant of
time (P(ng) |.) is the probability that n; was’1’ in thein-
stant before (P(n) |») and it is not discharged (P( %52+ )

or that itwas'0' (P(n) ;) and it is charged (P( - ), i.e.

0G0,
Plm)le= Plri) o P(575) + Pl P(575)

where P(f) = 1— P(f).
Sinceal signalsare assumed to be 0-1 stationary Markov
processes, the steady state value of P(n;) can be derived as

P(%52)

dx,
oH, G, :
P(=2) + P(—5%)

P(ng) =

We concludethat W,,, |, is

VA Oy Dlw) (P(5525) POwy) + P(T2%) P(ma)

Tcyc

If the contributions of all nodes (output and internal) are
taken into account, the power estimation of the gate is ob-

tained as Pyuc = Zi;é _(Z?:_ol W le,) + Z?:_ol Wyl
where p isthe number of internal nodesand » isthe number
of inputs of the gate.

4 Power-optimization algorithm

OBTAIN_PROBABILITIES (circuit)

gate_list = DEPTH_FIRST_TRAVERSE (circuit)

for each gate gate in gatelist do
infoinputs = OBTAIN_PROB.AND.DENS(gate, circuit)
FIND_BEST_REORDERING (in fo_inputs, gate, circuit)
in fo_output = CALCULATELDENS (in foinputs, gate)
UPDATE_CIRCUIT_INFORMATION (in fo_output, circuit)

Figure 3: Optimization agorithm.

In this section, an algorithm that traverses the gate de-
scription of the circuit is presented. For each gate, it finds
the best transistor reorderi ng using the power-consumption
model explained in Section 3.

4.1 Algorithm overview
~ Finding the best transistor reordering implies an exhaus-
tive e<Florat|on of each gate. Since most gates only have
a smal number of transistors in series, an exhaustive ex-
ploration is feasible. The algorithm to obtain al possible
transistor reorderings of a gate will be addressed |ater.

A simplified algorithm of the QPtI mization process for
low power is shown in Figure 3. The probabilities for all



output nodes of the gates of the circuit are computed in oB-
TAIN_PROBABILITIES() following theal?_orlthm proposedin [7].
DEPTH_FIRST_TRAVERSE() returns the Tlist of gates (gatelist
of the circuit (circuit) ordered in a depth-first fashion [3
from the outputs, i.e. every gate appears somewhere af-
ter al of its transitive fan-in 38163 _For each gate (gate)
of this list, the probability and transition density informa:
tion for all of its inputs is obtained from the Circuit (os-
TAIN.PROBAND_DENS()). Afterwards, the best reordering is
derived for gate gate (FINDBEST-REORDERING(). Finally, the
transition density of the output node of the gateis calculated
(caLcuLATE.DENS() and thisinformation is transferred to the
Circuit (UPDATE_CIRCUIT_INFORMATION()).

4.2 Monotonic characteristic

The algorithm takes advantage of the following property
of the model explained in Section 3: the reduction of the
power in an individual gate always decreases the power
of the circuit. The reason of this monotonic behavior is
that all possible transistor reorderings of a gate lead to the
same probability and transition density at its output node if
the model explained in Section 3 is used to compute them.
Since (&) the model ﬁreusely relies on the probability and
transition density of theinputsof agateto decresseits power
consumption and (b) the power of the circuit is the sum of
the power of its gates, it is clear that the reduction of the
power in an individual gate always decreases the total power
of thecircuit. This monotonic behavior may not correspond
to the actual behavior of acircuit, but the experiments have
shown that thislocal (greedy) approach resultsin an overall
power reduction for thewholecircuit. )

Thus, with only one traversal of the circuit, the optimal
reBordereiélg (alwayswith respect to themodel) for al gatesis
obtained.

4.3 Exhaustive exploration

[ Gate T #C ] Gate [ #C ] Gate [ #C ]
inv 1 20i21[A B] 4 0ai21[A B] 4
nand2 2 ani22 8 0ai22 8
nand3 | 6 a0i31[A,B] 12 0ai31[A,B] 12
nand4 | 18 a0i32[A,B] 24 0ai32[A,B] 24
nor2 2 a0i33 72 0ai33 72
nor3 6 ani211[A,B,C] | 12 || 0ai211[AB,C] | 12
nor4 | 18 || a0i221[A,B,C] | 24 || 0ai221[AB,C] | 24

ani222 48 0ai222 48

Table 2: Number of different configurations for some stan-
dard gates obtained by reordering its transistors.

Table 2 showsthe number of possible configurations(#C)
obtained b%/ reordering thetransi stors of somestandard gates.
These configurationsare obtained by pivotingon theinternal
nodes of the gate. More forr_naél(}/, this process of obtaining
a new configuration is described as follows: let BS be the
bottom subgraph (of the graph representing the PMOS or
NMOSblocksof agate) composed of all edgeswhose source
isnode n;, and whose destination node is efther node n;, or
another node ngummy. The same definition is recursively
applied to node ngummy until al destination nodes are n;;.
Similarly, let TS be the top. sub%r h with its associated
node n;s. A new configuration of the gate is obtained by
interchanging subgraphsBS and TS. ]

For example, in al configurations of Figure 1(a), new
configurations are obtained by pivoting on nodes n1, being
nes and ny;, in al cases, y and vss respectively. _
~Assuming the graph representation of the gate explained
in Section 3.3, an agorithm that finds al poss ble transistor
reorderings of a gateis presented in Figure 4. The strategy
of pivoting on an internal node to obtain a new reordering
of transistors|eads to the generation of repeated reorderings.
A dynamic programming approach with memoization [3] is
used to avoid the generation of overlapping subproblems.

PIVOTE.AND_SEARCH (gate_graph, visitedreords, current_node)
gate_graph = PIVOTING.ON_NODE (gate_graph, currentnode)
if not VISITED (gate_graph,visitedreorderings) then
" wisitedreords = ADD_TOVISITED REORDS (gate_graph)

forindex = ltonumber_of_internalmnodes do
"if index # currentnode then
" PIVOTEAND._SEARCH (gate_graph, visitedreords, index)

FIND_ALL_REORDERINGS (gate_graph)
visitedreords — 0
forindex = ltonumber_of_internalmnodes do
" PIVOTEAND_SEARCH (gate_graph, visitedreords, index)

Figure 4: Exhaustive exploration agorithm.

9 (1) pivoting a
a2, on node n0 )

al(")a2, al, 9
b

é}bN already & "
visited

(2) pivoting
a:I'F' on node n1
az, =

(3) pivoting
on node n0

(5) pivoting

(4) pivoting
on node n1

N onnode nl

Figure 5: Execution example.

The agorithm recursively points to an internal node
(current_node) and pivots on it to obtain a new reorder-
ing (PIVOTING_ON_INTERNAL NODE()). Further searching for new
reorderings is pruned if the reordering obtained has already
been visited (visiTeDQ). If it has not been visited, it is added
to the set of transistor reorderings of the gate already visited
(app_TOVISITED REORDERINGS()) and the agorithm is called
again for al internal nodes of the gate except the current
one (thisis so to prevent the generation of areordering that
we know beforehand that we have already visited). In [5]f it
is demonstrated that all Ploss ble transistor reorderings of a
gate are generated with the algorithm in Figure 4.

Toillustratehow thisal gorithmworks, it has been applied
to the gateimplementing thefunctiony = (al+ a2) b. Fig-
ure 5 showsthe execution. The starting graph representation
of the gateistheonein Figure 2(a). We observe that all four
possible reorderings (those already seen in Figure 1(a)) are
generated.

The algorithm in Figure 4 works for gates that can be
represented with aseries-parallel graph. The gatesof typica
libraries can be all represented with thistype of graphs.

5 Reaults

5.1 Scenariosfor the experiments

A widerange of MCNC circuits have been used as bench-
marks. They havebeen mappedintothegatelibrary shownin
Table 2. In some cases, to obtain all transistor reorderingsof
agate, itisnecessary to have moreinstances of that gate. For
example, there are two instances of gate oai21: oai2l1[A],
which is able to implement configurations (A) and (B) of
Figure 1(a) and 0ai21][B], which is able to implement con-
figurations (C) and (D). All instances of the gatesin Table 2
have been implemented in a Sea-of-Gates design style.

Two scenarios have been considered to evaluate the
power-consumption savings obtained with the transistor re-
ordering technique (see Figure 6(53)} In Scenario A, the
circuit is considered to be embedded in alarger digital sys-
tem. Thus, the equilibrium probability and the transition
density of the inputs of the circuit may take very different
values. Inthisscenario, the probabilitiesand transition den-
sity of the primary inputs of each circuit are randomly set



with a uniform distribution. ProbabilitiesrangefromOto 1
and transition densities range from 0 to 1 million transitions
per second. In Scenario B, thecircuit isconsidered to bethe
whole digital system, with latches at its inputsand workin
at a fixed frequency. In this scenario, the probability an
the transition density of the primary inputs of the circuit are
Set to, respectively, 0.5 and 0.5 transitionsper cycle. In both
scenarios, the optimization a gorithm has been applied to the
orl%lnal gate-level description of the circuits to obtain, for
each gate, the best instance and, for each instance, the best
input reordering. Because of dl instances of the same gate
have the same area, the total area of the optimized circuit
remains the same.

= = Circuit %;E Circuit H;E

) Scenario A Scenario B clock
Figure 6: The two scenarios considered.
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Circuit G Scenario A Scenario B
[oeme [ ° [ w 57 o [ 57 o |
au2 224 95 146 12 57 6.4 -0.2
c432 148 6.2 141 -0.7 43 82 -37
c499 316 28 46 -16 17 39 -30
c8 9 115 137 -155 41 51 -29
cht 17 99 9.3 44 37 6.9 25
cm150a 43 78 119 11 27 55 108
cm85a 24 154 200 0.0 87 153 -12
comp 94 58 10.2 175 22 37 74
cordic 64 65 119 -27 18 16 -0.7
i5 244 10.2 125 94 38 74 144
mux 55 9.7 125 133 41 55 -26
my_adder 128 43 123 6.2 17 07 54
parity 45 28 59 11 06 01 00
too.large 459 105 110 -8.0 46 32 -26
x1 192 112 124 117 53 49 10.2
x4 313 11.0 133 -24 51 6.4 -19
pcle 47 84 136 118 6.4 100 153
pcler8 64 77 16.8 138 6.4 115 141
frgl 67 122 152 84 49 83 44
sct 62 130 138 15 55 36 81
unreg 49 84 38 0.0 038 01 -14.0
z4ml 41 10.7 154 -53 30 17 -49
f51ml 73 138 150 75 45 54 -43
symml 84 127 126 37 30 33 -4.9
apex7 155 79 115 117 47 83 59
count 80 118 182 40 6.1 96 53
c1355 540 21 29 23 19 46 22
€1908 401 54 9.0 10 35 50 -20
€880 235 86 136 -04 45 102 -6.4
aud 424 79 120 36 5.7 77 43
apex6 442 75 123 02 42 71 -34
example2 222 6.2 84 172 21 25 164
i6 284 77 76 81 16 46 -6.1
i7 411 84 79 96 12 22 109
i9 516 56 33 13 45 55 03
rot 408 88 123 135 46 70 152
terml 206 129 137 6.0 65 57 -47
ttt2 132 125 134 -11.2 71 5.7 -9.2
x3 485 11.0 133 -24 7.0 7.1 17.2
[ Average [[ 80 [ 117 [ 36 [ 41 ] 57 | 23 |

Table 3: Results obtained for severad MCNC benchmarks
for b(l)th sc%mrios considered. The number of gatesis given
in column G.

~ For each scenario and circuit, two new gate-level descrip-
tions have been created. One of them contains the best
transistor reordering for low power for all gates found with
the optimization algorithm whereas the other one contains
the worst one. A switch-level simulator [11] extracts the
power consumption of each description. Thus, the maxi-
mum power reduction for each scenario is obtained. The
input signals to the circuits used by the switch-level simu-
lator have been generamed with an exponential distribution,
i.e. timeintervals between two consecutive transitions of
input signal k to the gate follow an exponentia distribution
with average 1/ Dy, being D, thetransition density of input
signal k.

Table 3 shows the results obtained. Columns M and
S show the power-consumption reduction (best case with

regard to worst case for [ow power) obtained with the model
and with switch-level simulations respectively. Column D
shows the increase in delay (best case for low power with
regard to amapping into the original cell library). The delay
increases in most of the benchmarks because not alwaysthe
best transistor reorderings of a gate for low power and low
delay coincide. In fact, the rule of thumb that states that the
critical transistor should always be placed near the output
terminal to obtain afast gate contradicts the low power rule
of placing it close to the ground node as can be observed in
the motivation example (case (2)) in Section 1.1 and in [9].
It is shown that the ayerage improvement in power con-
sumption in scenario A is 12% with an average increase in
delay of 4%. The estimated average improvement is 9%.
The reason of this lower value in the estimated improve-
ment is that the model, in general, overestimates the power
consumption by an offset, thus leading to a lower estimated
improvement. o o
~ The power reduction in scenario B isroughly half theone
in scenario A. The power and delay of latches and the clock
line in scenario B has not been included in the results. In
both scenarios thereis a small average increase in delay.
Thus, significant power consumption reduction can be
obtained in both scenarios with little average incresse in
delay and it is possible to achieve power reductions without
increasing the delay of the circuit.

6 Conclusions

This paper shows that average power reductions of 12%
with a4% increase in delay can be achieved by applying the
transistor reordering technique. An optimization algorithm
that uses a power-consumption model of a static CMOS
gate has been presented. This novel power-consumption
gate model takes into account both the probabilities and the
transition densities of the inputs of the gates that compose
the circuit. o

The results suggest that (a) current libraries may be up-

graded with moreinstances of the gateswith different transi's-
tor reorderings, so that an optimization a gorithm can choose
the best instance for power reduction and (b) itispossibleto
obtain power reductions without increasing the delay of the
circuit. Our future work in the transistor reordering field is
devoted to this second direction.
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