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Abstract As we have noticed, no manufacturing parameters have
Contrary to a common belief that the load capacitanceeen considered in these works. Thagsp skeveuffers from

dominates overall power dissipation in the clock net, oun considerable skew in practice. Also, all the previous works
experiment found a significant portion (up to 77.4%) of théhave been done under the assumption that a single clock
power dissipation contributed from the interconnect of thesource drives all the sinks distributed in the whole chip. As a
clock tree. We introduce a new design concept and aresult, excessive delays are introduced by the long
algorithm to optimize both power dissipation and skewinterconnect wires between the clock source and the clock
sensitivity in the clock buffer synthesis. Using a frequencysinks. Recently Chung and Cheng [7] proposed a method of
divider and doublers, we effectively reduce the powereducing the skew sensitivity and phase delay by inserting
dissipated in the clock tree into half. Our efficient algorithmbuffers. They considered wire width variations to achieve a
optimizes power dissipation and clock skew sensitivityreliable clock signal and proposed an efficient algorithm by
simultaneously. Our experimental results show an average atlopting a dynamic programming method in finding optimal
49% reduction of power dissipation while reducing clockbuffer locations in the clock tree. Lat al [12] presented a
skew by several orders of magnitude. process variation tolerant clock routing mechanism.

1 Introduction Cong and Koh [5] proposed a simultaneous driver and

Operating frequency, power dissipation, and skewvire sizing algorithm for delay and power dissipation
sensitivity are conflicting criteria for designing high Minimization. They considered both capacitive power
performance synchronous VLSI systems. Power consumé#ssipation and short-circuit power dissipation. Hoppal
by the clock net contributes a major portion of the total®] describes a method of optimizing signal delay, chip area,
power consumption. Controlling the skew becomes harder &'d power dissipation using the transistor sizing approach.

circuits get faster, chips become larger, and minimum feature However, no previous work addressed the problem of
size is scaled down. Clock buffer insertion and wire sizing Qptimizing the power dissipation and skew sensitivity
reduceskew sensitivity7] will add power consumed by the simultaneously. The insertion of clock buffers and wire
interconnect of the clock tree. sizing to reduce skew sensitivity will increase the power
A number of researches have been done to minimize theonsumed by the interconnect. Thus the save of the power
clock skew. The H-tree [1] approach can reduce clock skewdissipation at the interconnect contributes a significant
successfully when the sinks are equal in size and are placpdrtion to the total power dissipation. Based on this
in a symmetric array. Jacksenal [10] proposed the MMM  observation, given a topology of clock tree and a library of
(Method of Means and Medians) which is a generalization dfuffers, we propose a new design concept as well as a power
the H-tree approach. Kahngt al [11] then proposed a dissipation and skew sensitivity optimization algorithm.
recursive geometric matching algorithm to reduce the wire

length. Both [10] and [11] rely on linear delay model and The remainder of the paper is organized as follows. We
focus on wire length balancing. formulate the power dissipation and skew sensitivity

Tsay [14] devised a zero-skew clock routing schem optimization problem in the next section. In section 3, we

using the Elmore delay model. However, optimization O'ntr_od_uce_ the cost function and describe a wire width
total wire length was not addressed in Tsay’s work. Cleo optimization for the power dissipation and skew sensitivity.

al. [3] proposed a two-phase algorithm that reduces the wirWe present a power dissipation and skew sensitivity
IehgthpBgese o Kaﬁng 2l geveloped o DME (Deferreﬁpt'mlza“on (PASSO) algorithm in section 4 along with the

' i ; AN L ; stification of applying dynamic programming approach.
Merge Embedding) algorithm wh|ch is in principle |dent!cal Section 5 contains our experimental results and
to the second phase of [3]. Edahiro [8] proposed a line

algorithm in zero skew clock topology generation. EHOmpaI’ISOHS.



2 Problem Formulation Among the three components, the dynamic power
In optimizing power dissipation and clock skew, we needlissipation is the largest and may be used to estimate the

to consider each contributing factoSupply voltage total consumption of the circuit. The short circuit power

operating frequencgyandload capacitanceare major factors dissipation can be avoided by careful circuit design, and the

that contribute to the power dissipation. The motive behindtatic dissipation is small compared to the dynamic power

the frequency divider/doubler is to reduce thgerating dissipation term. Thus throughout our work, we use the

frequency to reduce the power dissipation while dynamic power dissipation as the total power dissipation

guaranteeing the operation of the circuitry. We place thesing equation (2).

clock frequency divider at the root of the clock tree. Thus the o

clock frequency is reduced into half until the clock reaches 8.2 Frequency divider and frequency doubler

clock doubling circuit, which restores the original frequency. To save power and fulfill the timing requirements, the
Figure 1 describes a situation where the frequency dividetivider and doubler circuits should be as small and as fast as

is placed at the root and the doubler is placed at the level 2 ppssible. The designs are shown in Figure 2 and 4.

the clock tree. Here the clock frequency is reduced from the

root level to level 2 and thus the power dissipation in this

region of the clock tree is reduced into half. By intuition we DEF
can put the clock doubler at the bottom level of the clock tree D
for a maximal power save zone. However as the frequency |
doubler itself consumes power, putting a large number of Input_Clock Clk  Q—%— Clock x 1/2
frequency doublers may increase overall power dissipation. Fi o F divider circuit
Besides, frequency doublers may introduce skew as well. lgure 2. Frequency divider circul
Hence, the power dissipation and skew sensitivity problem Assuming a 100 MHz input clock with 5 Vpp, the
requires an optimal solution. power consumption according to above power model is 0.13

mW for each frequency divider circuit.

level 0 frequency divider
Input
level 1 gg\%er 5.0 — Oﬁtput
zone ’>'\
level 2 frequency doubler g,3'0
]
level S1.0
Figure 1: Power save zone with frequency divider/doubler _ | . J
1908 2.1e-08 3.1e-08
time (sec)
2.1 Power model Figure 3: Divider simulation waveforms
There are three components that establish the amount ofS. lar] h 50 MHz input clock with
power dissipation in a CMOS circuit [15]. These are: imrilarly, when we assume a Z Input clock with a

e Vpp of 5 V, the power consumption of each frequenc
1. Static dissipationRg) due to leakage current or other dODBbling circuit is (?_15 mw. P q y

currentndrawn continuously from the power supply.

IDs - leeakageD‘/DD ! @) DFE
wheren is t]he number of devices aM is the supply D
voltage. XOR
2. Dynamic dissipationRy) due to switching transient Input C|ockj§>_[(3”‘ Q
current or charging and discharging of load B Clock x 2
capacitances. Figure 4: Frequency doubler circuit
2
Pa=CL¥pHp 2 Based on 0.5 micron CMOS technology, the operating
; ; ; frequency of divider and doubler circuit can run up to 300
whereC, is the total load capacitancéyp is the supply o ;
voltage, andjis the operating frequency. MHz. The slope of the rising and falling edge can be

modified by tuning the size ratio of the P-N transistors. The
driving capacity of these two circuits is dependent on the
transistor width. 36 transistors are used for a doubler and 20
Psc ™ 'mean™pD 3) transistors for a divider.
Thus, the total power dissipatioBy, is the summation
of three dissipation components.

3. Short-circuit dissipatiorPg)

In Figure 6 we show the waveforms when the divider and
doubler are cascaded together. Note how closely the doubler
Piotal = Ps + Py + Psc (4) output follows the divider input.
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Figure 5: Doubler simulation waveforms
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Figure 6: Waveforms of cascaded divider/doubler

2.3 Buffered clock model

Bakoglu[1l] explains the effect of linear delay with skews.

2.4 Skew sensitivity

There are a number of circuit parameters that contribute to
the clock skew. Some can be controlled by

designers and some are under little designer control.
Parameters such as process, voltage, and temperature
variations are under least control by designers. Among these
circuit parameters, we want to consider only those
parameters over which designers have some control. We
identify wire width variationsand buffer size variationas
parameters designers can control.

Given wire width, w, and buffer size,s as control
parameters, we define the skew sensitivg as the
maximum difference between skews under varying values of
w ands. Hence the goal of skew sensitivity minimization is
to find the optimunw ands that achieve minimurS under
varying parameter variations. When we represent the wire
width variations asws, the skew sensitivitySS can be
represented as the equation (5).

SS= | delag W \gg—delay%w— V\SH = ‘aiwdela;{ 2wy (5)

Intuitively, simply increasingv ands seems to reduce the
skew sensitivity. It is true to a certain point and the skew
sensitivity decreases with larger ands. However as the
absolute value of propagation delay increases with lavger
ands, their differences also increase and may result in larger
Increasingw and s also increases the power

interconnect length by inserting buffers in the interconnectdissipation, which guires an optimal solution.

Using the lumpedt model as a base timing model, we can

model the clock buffer and interconnect wires as a8 Power Dissipation and Skew Sensitivity
equivalent circuit in Figure 7. Note that our buffer model Optimization

includes frequency divider and frequency doubler.
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Figure 7: Buffered clock model

I

We can formulate the power dissipation and skew
sensitivity optimization (PASSO) problem formally as
follows.

Problem PASSO Given a clock tre€eT(E,V) with n leaf
nodes and a library of clock buffers wighdifferent size
clock buffers and frequency a divider/doublers, find an
optimal level of frequency doublers and clock buffers with
proper sizes and wire widths that optimizes the power
dissipation and skew sensitivity.

3.1 Cost function
To present our power dissipation and skew sensitivity

The clock source drives the buffer and the buffer driveg,qimization (PASSO) algorithm, we define the cost function

the latch.C_is the load capacitance of the latch andc;,

that reflect our objectives. The objective function of PASSO

r,, G, are resistance and capacitance values for interconneé]borithm is the power dissipation and sensitivity of the

wire 1 and wire 2.

clock skew under manufacturing variations. We maintain a

Our timing model c_)f inserting the clock buffer in the clock i atrix Ch, |, s 1], which represents the minimum cost with
tree can be summarized as follows: b buffer levels, the highest buffer locating at leetith
* Equivalent total subtree capacitance seen at buffer inpyffer sizes, and location of the frequency doublet.athe
is Cp, input capacitance of the clock buffer. This is ancast function is a weighted sum of power dissipation and
important assumption that isolates the buffered subtrege\y sensitivity for each configuration. We introduce an
from the whole system. We will make use of thisonimization cost coefficientr which denotes how much
isolation propertyof the buffer in applying dynamic \yeight we put on the skew sensitivity and power dissipation.

programming algorithm. , Usinga, the optimization cost coefficient, we define the cost
* Internal delay of clock buffety, contributes to the total £ follows.

delay. Thus the delay from the clock source to the load, cost = (1-a) [P+a Tk, (BS (6)

ty = tsp + ty. Here gy is the delay from the clock source
where P is the power dissipationSS is the skew

to the buffer and, is the delay from buffer to the load. ere _ _
ty = tp + 1. sensitivity, andkg is the constant to normalize power



dissipation and skew sensitivity so that their relative weighequation (9), because load capacitance is larger at the higher

becomes equal. level of the clock tree, wire widths at the top level is wider
Various optimization goals can be achieved by changingnd becomes narrower as the level goes down the clock tree.

the value ofa, the optimization cost coefficient. If we put This is desirable since clock skew is greatly affected by the

o=1, then we are only interested in achieving skewwidth variation at the top level.

sensitivity optimization. If we put=0, we can optimize the

power dissipation only. Depending upon the desigrd Power Dissipation and Skew Sensitivity

requirements, we adjust the value of optimization cost Optimization (PASSO) algorithm

coefficienta. Based on the optimization techniques presented in section
. . o 3, an algorithm to synthesize an optimal clock buffer tree is
3.2 Wire width optimization presented. We assume the same size buffer on the same level

We can derive an equation of the cost as a functionref ¢ the tree. Also, the proposed algorithm searches buffers of
width. In Figure 8 we calculate the propagation delayinite sizes available in the glven library. Thus we fix the
between two pointSandL. The clock driver is driven by a parameters of the minimum size buffer and assume an
source resistance & and the load has capacitar@e The  jneqer multiples of buffer sizes. We start our algorithm from
wire between two points have resistance valug,@ndc,, e given topology. This topology can be generated by any

and modeled byrequivalent circuit. clock topology generation program. We used SASPO [4
Let w be the width antl be the length of the wire section algorithrr? wr?i)cl:hgis knov:/n topgi\?e thé best lrjesult. [4]

betweerSandL. Also letk,, k;, k,, andwg be the resistance
coefficient, capacitance coe ficient, power capacitance 1 pAssQ algorithm

coefficient, and wire width variation respectively. When we |, Figure 10 we present our power dissipation and skew
assume the fringe capacitance effect is small, ¢k Wl gongitivity optimization (PASSO) algorithm. We maintain a
rw=K;'w, andc,=Kp W If we leta=(1-a) MM b=k BN ayix Clb, I, 5 1], which represents the minimum cost with

c= 1/2[‘* [C I, d al:k tky 5 [Cy O, ky=1/2[K K, 2, b buffer levels, the highest buffer locating at lelelith
k=2alk [RCNV5[RSD1 equatlon (7) is the delay formula as @ puffer sizes, and location of the frequency doublet.aEhis

function of wire width between wire sectiGandL. matrix is used as a lookup table in the dynamic programming
R S ' L algorithm. The algorithm starts by extracting the clock
topology from the given circuit. The extracted clock
CW,ZI c\,\/zl J c topology, ClockTree by ReadTopolody is used throughout
I [ T L the algorithm. Bufferinserf) is the main function which
: inserts buffers of optimal sizes to minimize the cost function.
wire After the completion oBufferinsert() the content of lookup

Figure 8: Cost optimization under wire width variations tableC[b, I, s, } will be complete and we can retrieve all the
Since poweP=aw and from equation (5), by setting buffer parameters which yield the minimum cost function.

o costo w equal to zero we get equation (9), which gives us Byfferinserf) calls ConstructTablé, |, s, ) to build the
the Optlmum wire WldthWopty for the cost under wire width |00kup tab|eC[b .S, 1 for all b | S, andt. For each

variations. iteration, the algorithm reads the lookup table and checks to
dealy. = b+ S +k ) see if there is a combination of buffer locatlomwith buffer
SL w d size s, and frequency doubler atthat yields smaller cost
9 o = -2 ) latw- _+k function. The necessary check can be defined based on the
aw [(1 a) (P+a (8§ = (8) value oft, the location of the frequency doubler.
o1/ 3 0r2a kg Ek (g (T, 11/ 3 The possible value dfare:
W= minD[Z_d] D- min D[ ] i) t =0, if frequency doubler is located abolethe
opt a s 0 (1 °‘) D‘ location of the highest buffer.

n
kEl/2 IZI Cl[b I,s0] = 1<l'<l,1ss<s (calcCost( | $1,0) +
k Ry Clb-1,1,¢,0]) (10)

,wherewg is the optimal wire W|dth for the skew i t=1 iffr nev doubler is locatedlathe location
sensitivity minimization derived in [7]. A becomes close ) = L, firequency doubler s locatediathe locatlo
of the highest buffer.

to 1, we emphasize skew sensitivity and choggas an min

optimal wire width. In practice we limit the valuewfy to ~ CIbLsll = . ° _,_ (calcCostls s 1)+

be within the minimum and maximum limit. Clb=11.5,0] ) (11)
Observation of equation (9) indicates that the optimum

wire width is a function oft and load capacitance along with iii) t = 2, if frequency doubler is located beldwthe

ks andk;, and does not depend on the length of the wirdocation of the highest buffer.

section between the source and loadoAgets smallerto  cp | 52] = min ((calcCost( ] s1s,2) +

optimize power dissipation, we get smaller wire width and as lsl<llssss

a gets larger to optimize skew sensitivity, wire width C[b-1,1's,2] ), (calcCost(| s 1s,3) +C[b-115,1] ))(12)
becomes wider. And as we choose lamggrthe wire width .where we make use of the principle of optimal

variation factor, we get wider wire width. Also according to



subproblems to compute the skew of the higher level bufferfor  different buffer sizes in Bufferinser() and
ConstructTabl@ require O(s%). Wire sizing, buffer sizing,
and path selection operation ¢alcSkew) requireO(logn)

level /-1 time. Together, the total run time is|@Cn0ds) and it is
level | Clb, I, s, 1] polynomial. Algorithm PASSO uses the cost table and uses
O(Iog3n) extra space. A recursive solution would save the

level J+1 space, however, the investment of the extra space to produce
: : faster algorithm is worthwhile.
level / ’ Clb-1, 1 s, t] We now show that the complexity of an exhaustive
X X X X X X X X approach is computationally expensive. Sinteis the
: . number of leaf nodetngnis the number of levels ifi(E,V)
’ : Trying all different buffer sizes, including no buffer, for each
Figure 9: Calculation oE[b, I, s, t] level reqluiresO((s+1j°9”) time. This can be rewritten as
O(n°9(s*1) " and this is a polynomial time complexity with
To computeClb, |, s, } we need to know the values of high exponent. Note, however, that when we condiatgm
calcCosfl, s, I' s, §) andC[b-1, I, s, f]. These values are 55 an input (number of levels in the clock tree), algorithm
obtained bycalcCosf) procedure and from the lookup table paosSO remains polynomial and the run time of an

I, s, §. While calculating the partial cost, the algorithm

performs theWireSizing) for optimal wire size between g Experimental results

level | and levell” as outlined in section ZalcCosf) then Proposed algorithm, power dissipation and skew
selects two paths in the clock’ tree and returns the Ca|CU|at%€nsitivity optimization (PASSO), is implemented and tested
partial cost from levdlto levell’. Two pathspath landpath  on five benchmark circuits. The buffer parameters are
2 are set by varying uniform wire widths bys and by  gerived from [13] and based on the 0.5 micron CMOS
varying fixed buffer size bgs on two different paths in the technology. The output resistance is 31TD input

.

given clock tree. capacitance is 10 fF, and the buffer intrinsic delay is 35.5 ps
Algorithm PASSO for 1X buffer. Wire capacitance values are based on five
Choosen, the optimization coefficient; benchmark datar] throughr5) and adjustgd to 0.5 micron
ClockTree = ReadTopology(); CMOS technology. We use}. of 0.12Q/micron andK of
BufferinsertClockTree, BufferLibrary 0.05 fF/micron. Th_e frequency _ doul_oler z_ind divider
Select the best result: parameters are obtained from Spice simulations. For the
print minimum costbuffer levelsandbuffer sizes frequency doubler, the output resistance is T310input
_ capacitance is 51 fF, and the intrinsic delay is 153 ps. For the
Procedure Bufferinsert(ClockTree, BuferLibrary) frequency divider, the output resistance is 1Z20input
for b := 1 tomaxbufferdo capacitance is 33 fF, and the intrinsic delay is 52 ps. We used
for | := 1 tomaxleveldo a value ofwg, wire width variation factorto be 15% of the
for s:= 1 tomaxsizedo unit wire width (0.075 micron for 0.5 micron technology)
Clb, I,'s, 1 = ConstructTablé{, |, s, ; ands; to be 15% of the unit buffer size to simulate the worst
return Clb, I, s, 1; case manufacturing variations. The skew sensitivity of the
Procedure ConstructTable®. |. s frequency divider is 0.98 fF and 17.41 fF for the frequency
for I' = 1 tol-1 do doubler. Table 1 compares the load capacitance values with
for s’ := 1 tos do the interconnect capacitance.
cost= calcCosi( s, I', s’, §) + Cp-1, I', &', 1; Table 1: Interconnect capacitance vs. total capacitance
choose minimuncost load interconnect | interconnect
return cost benchmarks| capacitance | capacitance | capacitance/
Procedure calcCost(; s, I', S, 1) (# of pins) (farad) (farad) total capacitance
insert buffer at with sizes; rl (267) 6.0210 2.0810 77.4%
insert buffers at' with sizes’; 2 (598) 1.470 45410 79.5%
WireSize(, I');// do wire sizing between leveandl’ r3 (862) 3'8n0i: 6'4M0i: 62.6 %
(path, path2 = SetPatH( I');// setting ofpathlandpath?2 r4 (1903) 9.6710 - 14100 10 59.3 %
partial cost= costpathl, path2 I, I");// partial cost r5 (3101) 1.200 3.810 76.1%
return partial cost As shown in the last column of Table 1, we found the
Figure 10: PASSO algorithm !nterconnect capac_itance dominates and _the percentage of
interconnect capacitance to the total capacitance ranges from
4.2 Run time analysis 59% to 77%. This values are measured before wire sizing is

The run time of our skew sensitivity minimization performed and before clock buffers are inserted.
algorithm is dominated by for loops. Since there are twanterconnect capacitance will increase if wire sizing is
loops for the number of buffers and the buffer levels imperformed and clock buffers are added. Thus the power save
procedure Bufferinsert(), it take3(log?n) time. Two loops  in the interconnect can result in a significant save of overall



power, which is shown in Table 2.

Table 2: Power and skew values 6orO

bench| power before| power after | skew before| skew after
marks| PASSO PASSO PASSO PASSO
(farad) (farad) (sec) (sec)

rl 2.0610 | 1.0820* | 4.3810Y | 4.8000

r2 454001 | 2.2qa0tt | 483101 | 6.21M0

r3 6.4M0+ | 3.2820+* | 1.5210%7 | 1.54201°

r4 14100 | 7.2230+* | 5.4a00%° | 2.73201°
r5 3.810Y | 1.9610Y | 6.8100"° | 1.4M10°

As we observe in Figure 11, skew sensitivity values are
more sensitive tar than the power dissipation. It shows the
rapid decrease of clock skew and relatively slower increase
of power dissipation as increases when is smaller than
0.5. Thus the proper value @fmay be obtained at tlikmeg
where the clock skew starts to decrease more slowly. In
Figure 11, a goodknee point can be somewhere between
0.25 and 0.5. By letting designers to choodmtween 0 and
1, we can achieve optimization of power dissipation and
skew sensitivity simultaneously.
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