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Abstract Analog Associative Memory

Analog techniques can lead to ultra-efficient computationalWe are exploring an analog implementation of thjge of
systemswhen applied to theright applications. The architecture for Associative MemoryThe result is an
problem of associative memory is well suited to array-basedanalog associativenemory in which both storeshemory
analog implementation. The architectures which result carrows and inputsconsist of analog-valued vectors (5-bit
be ultraefficient both in terms ohigh densityand low  equivalent precision). The goal is &ehieve anultra-
power consumption. We have implementedsmall efficient design in terms of both densignd power
(16x512) analog associativenemory array which uses consumption.  Our target is amassociative memory
programmable nonlinear capacitorbased on flash containing 4K lines of 64-dimensionahemory vectors
EEPROM technology for both analog storagel analog andcapable of performing nearest neighlmatch based
Manhattan Distance computation.  Theore circuit on ManhattanDistance in lessthan 2uS at gower
involved is based on only two dhese novel devices. consumption of less than 150mW.

Preliminary results fronthis test circuit indicatehat we
canachieve a computing precision of mdahan 8digital-
equivalent bits in a chip which is capable of performing
128 Giga absolute-value-of-difference-accumulate
operations per second apawer consumption of letkan
150 mW. Performance this level is morethan anorder

of magnitude more efficient than the blest-powerdigital
techniquesand demonstrates the potential advantages
analog implementation has éffer when applied to certain
applications.

Computation of 4K 64-dimensiondlanhattanDistances
requires 256K  5-bit  absolute-value-of-difference-
accumulate computations, thus achievingyale time of
2uS requires performing 128G of these operations per
second. Performinghis much computation on a single
chip at a power consumption of lesshan 150mW
represents an increase in efficiency both in terms of density
and power consumption of morghan an order of
magnitudeover the best low-powedigital techniques [1].
Practical realization of computirgystems based @malog
techniques may provide a viablternative for ultra-
efficient systendesign if the design generality lost can be
The function of anassociative memory, or content- justified by the added efficiency gained.
addressable memory, is more or less the inverse of that of a
randomaccess memory: when presenteith a partial or ANALOG WINNER
completedata vector, the memory shouldreturn the row INPUTS ADDRESSES
address of the internally stored datactor which best mT
“matches” the input dateector. The matching function is
R
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Introduction - Associative Memory
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typically a distance function; instandard digital

implementations Hamming distance is usually used.
Associative memory lends itself to array-bagedallel

implementation. A typical architecture consists of a 2-
dimensional distance-computing / memoayray, and

several 1-dimensional arrays including an accumulator
array for accumulating distances, a comparator array for
finding the smallest distance, a priority encoder array for | 5 :
selecting rows one at #ime, and aROM array for Analog Digital Single
presenting outputs [5] Distances Selection Winner

* This work hasbeen partially sponsored by U. C. Berkeley where Mr.  Fig 1:Block Diagram of Analogssociative Memory Architecture. ROM
Kramer is completing a Ph.D. address of best-matching row (minimum Manhattan Distance) is output.
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The block diagram of our analog architecture is shown in
figure 1. Itis a fairly direct mapping of the typical digital
achitecture describecearlier and contains an analog
memory /ManhattanDistance-computing array, a charge
integrator (accumulator) array, a winner-take-all
(comparator) arrayand a digitabutputpath consisting of
a priority queueand aROM. The core ofthe architecture

analog computational circuits such as multiplying
amplifiers [2]. In thiswork we extendthe use of these
devices bysing a single Flash-EEPRObB&sed device for
both analog storagend analoggomputation, resulting in a
large increase in computatiorefficiency. This isdone by
makinguse ofthe MOS physics controllinghe charge in
the channel of a floating gate transistor to perform a

is the analog memory/computation array which is based onnonlineardifference operationThe charge in the channel

novel programmabl@onlinear capacitors implemented in
flash-EEPROM technologyEachdevice inthis array can
store an analog value with 5-bit equivalent precisiod,
when given an analog input which is column-driven, can
computethe absolute value dthe difference between the

of an MOStransistor is nonlinearbelow Vtthe channel
charge iseffectively 0,while above Vt it islinear in (Vg -

Vi) (fig 2). In thecase of a floating gate devidhjs non-
linearity is programmable. By storing one analog value as
the threshold of a floating gatievice, applying a second

stored value and the input value. The way this operation isanalog value on the gate of tHeviceand measuring the

performed is the centrabncept in our computingystem
and is presented in detail in the following sections.

A sketch of the datdlow through the architecture is as
follows: Analog inputs are presented to the computing
array; each element of the array ha®aal analogvalue
stored and computesthe absvaldiff (absolute-value of
difference) ofthe difference betweeits stored value and
its input; the charge integrator array sums the individual
absvaldiffs along eachrow into an analog Manhattan
Distance; the winner-take-all array compasdks of the
computed analog distancesd selectsthe one (ofew)
which has the smallest distan¢lbest match); and the
digital output path then prioritizes the winneselected
andsendstheir row addresseadf chip through theROM.
Control circuitry allows the winnerselected to be disabled
following outputthrough theROM; in this way asorted
list of rows in order of distance frothe input can be read
from the chip.

Analog Storage and Computation with Flash
EEPROMs

As in a digital implementation, thpower budget in an
analog associativenemory is dominated byhe energy
needed to computine distancebetween each row of the
memory arrayand thecommoninput vector. Theway this
array is implementedndthese distances abemputed is
the centralnovelty ofour architecturendwill be afocus

of this paper. The distance computing array we present is

highly efficient both in terms of densitand power
consumption: a circuit consisting of onligwo novel
programmable nonlinear capacitoraide both to store an
analog valueand toperform an absvaldiff computation at
an energy consumption of ledsan1pJ. This isdone by
making use of floating-gate technologywd the MOS
physics controlling the channel charge of these devices.

Theuse of floating gate technology for efficient long-term
analog storage is well explore@specially in neural
network implementations [2,3,4]. Typically, thedevices
are employed only for storagegroviding input to larger

channel charge with a charge integrator, ip@ssible to
efficiently computethe amount by which the gateltage
exceeds the threshold voltage (fig 3).
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Fig 2: Channel charge versus gate voltage for a floating gate MOSFET. The
curve shows the idealized function.
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Fig 3: Channel charge to voltage conversion.
integrator, the input is applied

After resetting the charge

Distance Computation

The use of differentiabignaling allows a pair of these
devices to b@rogrammed sthat theircombinedchannel
charge represents thabsolute-value ofthe difference
between twaanalog values (absvaldiff)The two devices
havetheir thresholdvoltages programmednd theirgate
voltages applied in a differentimhanner(fig 4). The
computation of theManhattan Distance between two
vectors requireshe sum of thebsolute values computed
in each dimensionand conservation of chargallows
many absvaldiff-computing circuits to be row-connected to
a single common charge integrator whickan then
efficiently computethe Manhattan distandetween the

vector stored on the gates of the devices in the row, and the



vector applied orthe gates. In addition, many sudws source/drain accesand provides an effectivechannel
can be accessed by the columnar gates in parallel, allowingapacitance which is almost a factor of 10 gretdfian that
for a highly-efficient array-based architecture for the of the standardlevice whileincreasing cell size biess

parallel computation of thelanhattandistances between a
set of row-stored vectoend a singleolumn-applied gate
vector (fig 5).
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Fig. 4: Absolute Value of Difference Circuit. Using differential signaling for
the inputVin and the storedalue Vstore, (thevalue stored on thepair of

than40% ovethat of the minimum paralledource-drain
layout.

Analog programmability of theCAPFLASH device has
been successfully testedhough at somewhatigher
voltages than for "standard" devices (because déiggh

is more than double) [7]. We have programmed these
devices to armnalog precision of bettéhan 8bits (8mV)
confirming typical results [2,3]. In addition, charge
retention hasbeen characterize&and the preliminary
results are encouraging: chardess in a maximally
programmed (Vt=2Vabovevirgin) or maximally erased
(Vt=2V below virgin) device following corresponds to a
retention of morethan 5bits for morethan 10years at
125°C [2,7]. At thelower temperatures where we expect
to operate our circuit retention times should ®een

floating gates), a second device can provide the other "half curve" needed fogreater.

the absvaldiff function.
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Fig 5: Architecture of the Manhattan Distance Computing Array. The inputs

are applied simultaneously to the gates. Distances are computed in parallel.

CAPFLASH Device

The standard flash cell presesteral limitations for use
in our architecture. The first of thesetksat to prevent
charge sharindgetween rows, wenust have a cell with
parallel source/draiaccess (compared the standardell
layout which is parallel source/gate). Theecond
limitation involves the parasitic capacitances of the
standard device which modify the charge-domain
properties of the idealizedkvice in avay which adversely
affects computational precision bptroducing a large
common-modsignal which must be compensated [7]. To
overcome theskmitations a new programmabfeonlinear
capacitor based on flash EEPROM technolbgg been
designed, fabricatednd tested [7]. This new structure,
which we call theCAPFLASH device, allowsparallel

We have characterized the charge-domain properties of the
CAPFLASH celland theresults from thenew deviceare a
much improved Q-V characteristic representing a signal-
to-error ration which makes thdevice usable for our
application [7]. We have also made a preliminary
characterization of the mismatch in channel capacitance
among 1024CAPFLASH devices in aarray of 512rows

and found theworst-case mismatch in capacitance to be

lessthan2%. This represents a precision &b Dits and
is encouraging for our goal of 5-bit overall precision.
circuit for the computation dflanhattanDistancebased
on 2 CAPFLASHand a charge integrat(fig 4) hasbeen
tested (fig 6). The results demonstrate tmbility of
using a single floating-gatevice for bottanalog storage
and ultra-efficient analog computation.
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Fig 6: Computation of Absolute Value of Differrence using two

CAPFLASH devicegcircuit shown infigure 4). Charge integrator output is
shown.



Array core test circuit
ANALOG PROBE

We have realized in silicon a circuit to test tuee array —

of our target architecture. The circuit implemented has the P 1

full input width of 64 input pairs (128 columns of } - | srog)
CAPFLASH devices)thoughonly 16 ofthe inputs are i * vouts k -1 | &
connected to pads (the reate tied to ground), and L '5

contains 512 computingows which consist of the
CAPFLASH devices,charge integrator, winner-take-all,
andoutput path. The circuit habeen realized in an 0.7
um CMOS-flash procesmdoverall size is 7mm x 3.5mm

(fig 7).
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Fig 8: An analog probe wamlilt into the array to allow charge integrator
outputs to be scanned. ghift register provides the control ©®MOS
switches.
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Fig 7: Photograph of 16x512 core array test chip. Flash is < 25% of array. Charge Integrator

As can be seen from the photograph, the flash arregrys ~ The charge integrator we have used lievapower version
dense: it consumes le#isan 25% of thecore arrayarea. of an offset-compensatethstrumentation amplifier [6]
This circuit has allowed us to test the full functionality and connected in charge-integrator configuration. In the same
characterize the computing precision of our architecture.resetcycle weboth compensate the amplifieffset and
The circuit isfully functional as an analog associative reset the charge integrator. The precision of thet
memoryand preliminaryesults indicatehat thecircuit is operation is a source of additive noise in system which
able to computé¢he absvaldiff function with a precision of must be small to achieveigh computational precision.

5 digital-equivalent bits, to accumulate these absoluteUsing the analogrobe, we have measuréite output of a
difference into aManhattan Distance measure with a single charge integratofollowing each of 1000 reset
precision of morehan 8bits, and tocompareandselect  cycles. The histogram of the 1000 reset values is plotted in
the smallest of thesdanhattanDistances also with a  figure 9. Theabsolute precision dhe charge integrator
precision of morghan 8bits. The details dfiow this was reset is better than 8mV (sigma = 1.21mV).

measured are the subject of the following sections.

CHARGE INTEGRATOR RESET PRECISION HISTOGRAM
T T T

Analog probing ‘

HISTOGRAM ¢ |

An analog probewas included irthe toallow analog 200 [
testability. This analogorobe consists of a common probe
wire which has aCMOS switch connecting it to each
individual charge integrator outpand isalso outputoff-

chip through an analoguffer connected in follower
configuration (fig 8). A shift register on the periphery of
the arrayallows adigital control pattern to be shifted into
the array. Every row ofthe computing array has a row
(bit) in the shift register which controls the corresponding
probe switch. By shifting a single “Ithrough the shift
register, each line of the charge integrator array can be
sequentially connected to thgrobe for measurement.
“Scanning” the array in thisvay allows the relative B 1 5155 o1 e e po
OUtpUtS Of the Charge Integrators to be read \Am@h MEASURED CHARGE INTEGRATOR RESET VOLTAGE (V)
precision (better than 2mV). Fig 9: Histogram of 1000 charge integrator reset values (< 8mV noise)
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For our computing system, relative reset precision is in fact
more importanthan absolute reset precision (the winner-
take-all circuit will self-compensate for any correlated
offset common taall the charge integratord)sing the

characterized as well, but these preliminary measurement:
indicate that the charge integrator reset operation reaches
relative precision within our target of 8mV.

difference between twmeighboring charge integrator | .1 e L L_
outputs as our signal (measure-shift-measure-subtract) | *7; .. -
relative reset precisiommas been measured at leslsan L T T R L T e T R T L

) - . e :
2mV. Relative reset precision among charge integrators al |5 ms i i '—I r'||
larger distances from each other in the array should be ' =% | : |

Winner-Take-All
Winner-take-all is the operation of converting an analog- Fig 10: Oscilloscope traces showing 6 mV staircase. Bottom slzmes a
valued vectointo a binary valuedector with one “1” (or ~ Single-sweep scopeace of a partial charge integrator arspan. Two

. . middle traces are averagedeeps showingharge integrator outpubefore

at most afew) corresponding to the inpwiector element and after flash programming.op trace is @oom showing staircase to have
with the largest analog value. In our computing 6mV steps.
architecture, the winner-take-allerves asthe parallel
sense amplifier which finds the charge integrator with the Thebottom trace is a single-sweejparge integrator scan.
highest output value, corresponding to toev with the To get the trace, the charge integrators are first reset, the
smallest measured analog distarend selectsthat row to referenceinput (a 2-to-4volt step tothe programmed
be output from the chip. The circuit we haraployed for column) isthen given to the flash arraygnd finally the
the winner-take-all operation is the subthreshold analogscope istriggered as the analogrobe is activated and
circuit designed by Lazzarand Mead [8]. Theory and scans the charge integrator outputs. Esghare-wave-
operation of the circuit will not beescribedhere. We like transition in the trace represents a shift of the
have usedhe standard configuratiaxceptthat wehave controlling shift register which connects the anagtwgbe
employed twostages to increasgain (we want digital to the nextsuccessiveharge integrator output. The next
outputsand a singlestage cannot guarantee this), we have trace up is actually pair of averaged tracks showing the
used a simple parallel voltage-to-current converter at thesame charge integrator scarbefore and after
input to each stageand wehave used larganput programming. The random charge integratifsets

transistors to improve matchiragdreduce offsetthrough
the array.

Offsets inthe Vts of the winner-take-all input transistors
are anothersource of additive noise in our system, and
more importantly, the computing precision of the winner-
take-all circuit itself will critically limit the overall
computing precision we achieve. We have characterize
the winner-take-all circuit in our test array and
preliminary results indicate a precision of bettean 6mV
over a 3Vinput range. Thisorresponds to a digital-
equivalent computing precision of betthan 8bits. This
measurement hdseen done bysing the full functionality

of theassociative memory test circaibd involves several
steps.

The first step is to program the flash array stichat a
given input to the array results in a desired anakxgjor
to be present on the charge integrator outputs. te3b
6mV precision, the analogector chosen was a 6mV
“staircase” in whichevery successive roWas aroutput
6mV higherthan theprevious even rowthe oddrows
were unprogrammed). 10 staircase “stepstere
programmed in thisway; probe measurement of the
resulting staircase is shown in figure 10.

beforeprogramming areaused by small differences in the

virgin Vt of the unprogrammed flash column. The final

(top) trace is a zoom dhe averaged scan of the staircase
showing the precision to be 6 mV.

The next step in the computing precision measurement

Gjnvolves using the full functionality of theassociative

memory toread a sequence of 1@inning rows to
determine if the order of winners output from the circuit
correspond correctly to programmed staircase. Digital
control circuitry allows winning rows to be disabledtsat

a sequence of successiweners can be read in order of
selection. Full functionality means:

1) Charge integrator reset

2) Reference input applied to flash array (staircase now
present on charge-integrator outputs)

3) Winner-take-all enabled
4) ROM address of selected winning row read from chip

5) winning row disabled, allowing next successive winner
ROM address to be output, etc...



Z lessthan 1 pJer each of these complex operations, as our
(oorsoormz La €] (Haverorm 1 ) (gen control) (cancat) ((Sto0_) simulations demonstrate is possible. While we havg

Accumulate Currant Sample Perlod =  40.00 ni 16 inputs actually connected to pads, we have programmed
. MRS Fompiu FAEAGH = 9078 08 the 16 inputs in avay which allowsthe integrated charge
l':;rl;mv] [;-;u ‘] [ hartary ] to be roughly equivalent to what it will be wheti 64
m_',i' e . 1 . = . inputs are driven; we have settrat thisdoesnot change
soR |7 ] | | | l 1 ] | | observed precision, power consumption or speed in any
e L L L] appreciableway. The preliminary results we have
RODR 1 —1 = B I achieved with this small test circuit have been encouraging
o _— enoughthat we arenow developing a full-size circuit
:E: g1 | ] ] *I H containing a 64-input x 4krows version of this
RIGR B : n . architecture.
ADOR T u l u ] ] |
Conclusions
We have developed aanalog associativenemory based

on the analog computation dlanhattan distance using
Fig 11: ROM outputddresses reaabit following flash programming and pairs ofnovel programmablelonl'lnear capaC|todey|ce§
input that produced charge integrator outmels of fig 10.  Digital for both analog storagend retention. A smatest circuit
addresses descending by twos demonstuitefunctionality of circuit at containing 32k of thesdevicepairs haseen successfully
6mV (> 8 bif) precision and at 100kHz (10 us per output). tested at speeds of 100kHz, at a power consumption of
15mW. Preliminary measurements indicateat the
circuit is capable of computiniglanhattanDistances to a
precision of 8 digital-equivalent bits based on 16
dimensional analog-valued vectors with an equivalent
precision of 5-bits. This small test circuitas been
measured at a throughput of nearly 1 Giga 8-bit
accumulate-5-bit-absolute-value-of-difference  operations
per second. The full-sizdull-speed version ofthis
architecture on which we arsow working should be
capable of performing 128 Gigaps ofthis type at an
nenergy of less than 1 pJ per complex operation.

Figure 11 showshe sequence of 10 ROM addressead
from the chip inthis manner. The firstaddress
corresponds to the lasiw of the staircase (highest analog
output)and thesequence of ROM addressesich follow
counts down by twoand corresponds to descendidgwn

the analog staircase scanned in figure 10. ®hiput
pattern isstable over 1000 completgclesand provides a
preliminary indication that the winner-take-aifcuit we
have implemented is capable of resolving 6mV differences
in its 512 inputs. As the charge integrator outputs have a
output range of ¥olts, 6mV sensitivity byhe winner-
take-all circuit corresponds to a computing precision of References:
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