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ABSTRACT cos are completed. This technique leaves a lot of

unused cellgI arf()undcthe placedlmaﬁros foré)ossifble hlse
A new technique for mapping combinational cir- S routing blocks. -Consequently, the number of cells
cuits to Fine-Grain Cellular-Architecture FPGAS is pre-Which needs to be used for routing between macros is
ery large. In ATMEL 6000 series, on average, about

sented. The proposed tree restructuring algorithm pr% . ; Of )0
e ; ; 0% of the area occupied by a design is used for wiring
serves local connectivity and allows direct maﬁplng o onnections or left unused {2]_ This problem is mainly

the tree to the cellular array, thus eliminating the tradi- ; ; )
tional routing phase. Theydeveloped bus %ssignme used by not creating locally connected netlist during

S ol g6 el g dearec i ot s, B Loy oo
can be used for any Fine-Grain Cellular-ArchitectureGantly reduce the area occupied by the design, and

type FPGA. To demonstrate our techniques, thdhereby increase the capacity of the chip and improve
X‘PMEL 6000 series FPGA was used as a target archiircuit performance.

tecture. The results are very encouraging. ~Recently, several logic synthesis approaches
applicable to CA-type FPGAs have been presented
1. INTRODUCTION [1,10]. In order to generate the circuit layout some of

Field Programmable Gate Arrays (FPGAS) havethese methods require an additional layout synthesis

i ; tep and some others do not. For example, ‘if logic
become a popular design technology for designers see nctions are represented as a two-dimensional array,

ing fast and cost effective implementation of their cir- he% can be directly mapped onto a given CA-type
it

cuits. In recent years a lot of effort was spent on th
development of X[he technology mapping Fz)ind Iayou%rc ecture. The spectral methods based on orthogonal

synthesis methods for two categories of these device§X ansions [10], and restricted factorization method [8]

namelv Look-Up-Table based (LUT-based) and row-P€long to the latter type. The approaches [1,5,10] based
basedyFPGAs. pA number of the architect)ure—specifi(?n trees and decision diagrams Ec’] which preserve local
technology mapping approaches were developed [6,7 onnectivity but still require the placement and routing
but most of the placement and routing techniques wer tﬁps, ?]ave also t}eer}l reported.d In most cases,l however,
adopted from the semi-custom design styles like staniynen the tree is finally mapped to a rectangular area,
dard cells and gate arrays, with some modification he triangular structure of the tree may waste a IarPe
The other types of the programmable architectures, Cefifmount ﬁf area. .Thderefore., nev¥ conﬁprehenswﬁ SOlu-
lular-Architecture (CA) type FPGAs and the Complex |?ns|to t”e optimize dmappmg 0 S%U.C trees to the reg-
Programmable Logic Devices (CPLD) have not drawrHar, locally-connected arrays are of interest.
much attention of the CAD research community. In this In this Iﬁ)aper, we propose a new %)Kroag:h to the
paper, we focus on layout synthesis for one of thesenapping of the binary trees onto the FPGAs with local-
rogrammable architectures, namely CA-type FPGAszed connections, like the CA-type FPGAs. It is based
2]. The main features of these devices, which distinon the restructuring of the binary tree before final map-
guish them from the other types of FPGAs is the locaping is performed. A Squashed Binary Tree (SB'@ [
connectivity between logic blocks placed as a symmetand a new Modified Squashed Binary Tree (MSB
rical array. Logic blocks are usually of small granularity approaches are used to restructure a binary tree, before
and of the standard-cell t?/pe with a limited number ofthe mapping is performed. The mapping of the restruc-
inputs and outputs. Local or global buses are used fdured tree is a simple process and routing step is elimi-
distance connections. nated. The method developed here is applicable to any

The "macro block” approach which is currently binary tree. Our general approach is presented using
used in the industry to solve the layout problem forATMEL 6000 Series FPGAs as the target architecture,

these devices is based on macro-generators. A techmgnd it can be adopted easily to other CA-type FPGASs,
ogy independent representation of a circuit design i§Uch @s Motorola, Algotronix or Pilkington. .
covered with a minimum number of relatively small The paper is organized as follows. In Section 2
standard subfunctions (macros) which usually haveve present a %eneric model of the CA-type FPGA and
non-uniform shapes. Placement of macros is usualldiscuss a method of representing a Boolean function as
performed using a simulated annealing algorithma Permuted Reed-Muller (PRM) tree. The formal
which places the macros far from each other to assumescription of the problem is given in Section 3. In sec-
that in the routing phase all connections between mation 4, the various phases of the Tree Restructuring
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Method (TRM) are discussed. Results and conclusiongate symbols and the primary (expansion) variables ﬁa,
are given in sections 5 and 6, respectively. , C ¥ which are associated with each node, are also

shown.
2. CA-Type FPGA and PRMT
3. MAPPING PROBLEM FORMULATION

In general, the CA-Type FPGA is a regular arra¥] _ '
of locally connected programmable logic blocks. Eac PRMT which represents a given Boolean func-

logic block is directly connected to a limited number oftion is modeled as a binary trée= (V, E) which con-
neighbors, usually four or eight, and to a small numbesists of the ordered set of nod¥s and the set of
of local and global (ex#)ress) buses, usually four odirected edgek defined as follows: )

eight, which are used for medium and Ion% distance V ={ V;|Vv; represents a PRM Tree node which can be
connections to link the logic array with the I/O blocks. realized in bne logic block of a given architecture}

Local and global buses run horizontally and vertically.* E = { €. |€; is an edge fronv; to V;,1, and represents
Logic blocks, in addition, to logic and storage functionsa functional relation betweer these two nodes}. Direc-
can also be used as wires. A generic CA-type FPGA igon of the edge represents the direction of signal flow
shown in Fig. 1. in the actual design. The nodes of the treeare

The set of logic functions which can be imple- labeled with the primary signals (expansion variables)
mented in one logic block is defined by the block archi€ntering the logic blocks represented by the nodes. The
tecture. All primitive logic functions like OR, NOR, fan-out OfV‘{ is equal to 1 and the fan-in of eacjis
NAND, AND, EXOR, 2-input mux, and a few combi- not greater than 2.
nations of the ative @tes can be realized by a logic The physical resources of the CA-ty%e FPGA are
block. All gates are two-input %ates and the maximunyepresented as the undirected gr@B(V .Ep) with
number of outputs from a logic block is two. the ordered set of verticd,, and a Set of edges

_ A tree structure is very useful for mapping cir- defined as follows: _
cuits to the CA-Type FPGAs as the corjnecnons*V ={V | Vp represents a logic cell of the CA-type
between logic blocks, represented as the vertices of tH%P&A}
tree, are local and each node in the tree has only conE, ={€p | €, represents the programmable connec-
nections to its parent and child nodes. In a binary tredgjons between the adjacent cells}
the maximum node degree is three, and therefore thikhe vertices are numbered according to their positions
configuration can be realized by using onII?IIadJacenin the column-row matrix of the CA-type chip.

u

logic blocks and local connections in the cellular array. i i ; .
The exponential growth of the number of nodes as jectedeahp%irc]:%l Pé?gg)%g' F?\r/m%at;og%viﬂghﬁemg}k

function of the tree level can, however, result in a ver P 3 ;
inefficient mapping. For most of the real functions, the r%e;[(e(XT to) {ﬁgrgﬁig}& Srgg%gnig:ﬁdsgtirgf?gspltnhgeOf
shape of the tree Is not getting as much wider at the bg outing constraints of the given Brchitecture and that

tom as could be expected. € tree is expanding fro inimizes the size of the rectangular area covered by

the root for a few levels, then the width of the tree tend ; ;
to stay constant, and decreases towards the leaves of th design and the number of logic blocks used for rout-

tree. Therefore, by developing a good restructurin
method that shape ‘can be easily mapped to the cellular _
architecture without wasting many logic blocks for 4. Tree Restructuring Method (TRM)

routing. The in{.l)_ut to the logic optimization phase is in
In general, any binary decision diagram or binarypla format. The output of the logic optimization phase

tree can be used as an input to our rrestructuring alges a binary tree. In this paper the logic optimization pro-

rithm. However, to get better results a tree which camgram REMIT is used to produces the PRMT representa-

provide the best matching between a structure of th&on of the given function. Next, an optional technology

tree and functionality of logic blocks in a given FPGA mapping step is introduced to perform technology spe-

should be selected. Any combination of Shannongific optimization. The tree is then restructured using

Davio | and Davio Il expansions can be used to proMSBT technique, and then mapped to the target archi-

duce decision diagrams [1,9] which are binary treegure. Finally, the primary inputs are assigned to the

with a decomposition variable associated with eaclocal buses'in the bus assignment phase.

node. By using only Davio | expansion, a completely )

specified Boolean function can be decomposed to pret.1. Technology Mapping

duce a binary AND/EXOR tree structure called Reed- This phase is specific to the architeture of the tar-

Muller Tree [1] with only positive decomposition vari- get FPGA. For example in ATMEL 6000 [2], the com-
able associated with each node of the binary tree. Thisination of AND/EXOR gates can be realized in one
tree is called Reed-Muller tree because once it is fla ogic block [4]. The size of PRMT can be reduced b
tened, it represents a Reed-Muller canonical form. Ity 5 ping noJés corresponding to such gates TKe
the order of variables used for decomposition is th rouping algorithm described in [4] is used and the

same in all branches of the tree then it is called Non ; ion in Ei
Permuted Reed-Muller-Tree (RMT). However, if the ?srcs)Hg\?vn Ii:;]RFig;I'SCforrespondlng to the function in Fig. 2
S

ohrder of the variﬁbles is”notéhe r?ame in allll tg%branche
the tree is usually smaller. Such, tree called Permute P i
Reed-Muller-Tree (PRMT), is generated by the pro[ir.z. Squashed and qulfled Squashed Binary Tree
gram REMIT [1], and is used as the input to our algo- The Squashed Blnar_i/)_'l_'ree [3] approach was cho-
rithm. PRM Tree structure is very well suited for S€n as it gives us a possibility to shape the tree into a
ATMEL FPGASs as it matches the AND-EXOR configu- rectangular form which closely resembles the CA-type
ration of the ATMEL logic block. Fig. 2 shows the architecture. The rectangular shape can be directly
PRMT of the function aiven below. mapped to the array satisfying the design restrictions.
f= abcdefg + aefg + aef Mapping a SBT to the CA-type architecture is just a
The root of the tree represents the output of the funcStraight-forward process as we place each node of the
tion. The logic gates are represented with generic logi®BT in one column of the target array and then make
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the neccessary connections. The details are explainedlumn 2 with cell 4 in column 1. Similarly, there is a
in Sec 4.3. directed edgeg, », betweenVy, andVyps, and we con-

The squashed binary tree is formed by projecting’€ct them by using the ‘routing cells” in Row 1
the binary tree onto its leaves. Starting from the root %t.""ee% cbell 8 o Ce7” ﬁ Theh routing Cellsf &7
nodes are projected onto their left-most descendants, |ca|t:e_ ’ e 8S o ttﬁ mapping ot S8
Next, the tree is traversed in the bottom-up directiorfGfi "0 o, 2NE F1d. @ SIOWS e Mapping of the
[5], and if a node has two children, the process i rom Fig. 6 onto the CA-type array.
repeated starting with the child node which was not Comparison of Fig. 7 and Fig. 8 reveals that the
projected earlier. Figures 4(b) and 4(c) represent th&#1SBT approach results in smaller number of columns
Squashed Binary Tree é BT) and the Modifiedand routing cells needed for the layout implementation
Squashed Binary Tree (MSBT) of the binary tree showrthan SBT. A S|gn|f|cant advantage of MSBT approach,
in Fig. 4(a). Fig. 5 shows the squashed binary tree repwhich can be observed from Fig. 6, is that we can eaSI|Y
resentation of the PRM tree from Fig. 3. predict the area of the rectangle enclosing the design. It

To obtain a more compact shape of the mappe§a" be assumed that in FPGAs all cells have approxi-
design the original SBT algorithm was modified and th hately th? galme delay.bTherIefolre, ('j” g\/'fSBT ehpproachl
Modified SBT (MSBT) algorithm was implemented in € Signal delays can be calculated before the actua
our package. The mod%ied squashed binary tree ig!apping is per ormed. The predictability of the signal
formed by projecting nodes of the binary tree” onto it elays Is a very important advantage of this approach.
leaves inthe depth-first manner. The node can be pr _rr:e areathand ddelaﬁ,h can _beto tlmc||zed by properly
jected into its left or right descendent depending on th&"00SING the order of the projected nodes.

situtation (i.e left most descendant constraint is

relaxed). As a result, a tree with a smaller number of4.4. Bus Assignment

nodes is generated. _ _ _
The modified squashed binary Trdg(V Once MSBT is created it can be directly mapped

Ep)
; ; ! to the CA-type array, and only the necessary logic
consists of the set of vertick, and the set of 8|rected blocks required for routing need to be added. The exact

Z t\),‘b | V? represents the set of nodes of the Tre umber and the exact locations of these additional rout-
e

edge
* { ( A ¢

d ng blocks is defined by the MSBT and hence is known
IgEl rsll%‘; rgd{ggéﬂtesStﬁgngiyg&tgé@évb’Eb)} a priori. Then, to complete all the connections, the bus

Bif any of the nodes of the TreE(V,glg)fr\mﬂié?\ assignment has to be performed. The primary (decom-

\\/Iv%re collapsed to nodeqr:_was connected to any of position) variables from the original PRMT have to be

; assigned to the local buses. We have developed effi-
L%ertggsg_s} of the TreB(V/, E) which were collapsed to cient heuristic which assigns the variables to tﬁe local
i}

] buses such that the number of local buses used by the
The vertices of the MSBT are labelled assame variable and the number of cells needed to"dis-
%bl,vbz.:...,\lltighvl\\%hrerte nis ItEhe r?umtig%of. leaf notde? Intribute the same signal to different buses are minimized.
e original ree. Each vertex, is a set o ; ;
n0des UyVy,... Vi) OF the PRMT tree', which were ollowl:'he steps of the bus assignment algorithms are as
collapsed to that vertex. An edge exists betweeﬁ '

Vi, Vp; if there exists an edge, betweenvy andV,, Step a: i ; .
; : p a For each decomposition varialie; calculate
whereV, is a node which was collapsed to verigx, . "the total number of nodes in PRMT to which the

andV; is a node which was collapsed to vertgy variabled; is assigned. Form a list 'L’ of variables for
The MSBT of the PRMT from Fig. 4 is shown in which bus assignment has to be done. Initially this list

Fig. 6. contains all the primary variables.

4.3. MSBT Mapping Step b: For all d; calculateR;, the total number of

. . ._nodes of the PRMT named with varialgle and placed
Each vertex of the MSBT is be implemented inin rowr of the cellular array. V; = R;;; then assign

one column of the CA-type array. The number of vervariable'd; to the upper local budR: of the rowR.:.
tices of MSBT is equal to the number of columns of thef another variable is already assignedUdR; thén

CA-type array used for design implementation, and thg,cciqnd. _ _
s number of nodes of e groupet B ragesdnd o ine botiom lecal by, of the 1oy
which are projected into one vertex of the MSBT deter- ick the n'ext variable in the list. 'If the list is empty,

mines the number of rows required. XIT. Repeat the same procedure for columns.

MAPPING PRO¢EDURE Step c¢: For all variablesd; in the list, calculateN;,
For all verticesvy,; of the MSBT,prace all nodes where N; = M;/2 (if M, even);N; = (M;/2) + 1 (if

belonging toVp,; in the same column of the target cellu- M; odd). SubstituteM; = N; .

lar array. Vertex/y,; will occupy as many rows as there

are nodes belonging to_that vertex.” First, place allStep d If M; > R; for d;, then assigrd; to UR;. If

nodesV; belonging toVy,, in columnoneé Then place  UR; is already assigned then assign the variable to

nodes belonglng &/, In column twO staring with BR:. DecrementM: %y Rij- If M; = 0; Removed,

Row(j) defined by the edge betwe¥p, and Vbzt-h I fron the list. If BF\5j iS occupied then pick the next

node, Vi, [ Vi is conected to nod®| [0 Vip, then  yariaple in the list.” If the list is empty then, EXIT.

nodeV, is placed in the same row(j) as node This JRepeat the same procedure for columns.

mapping is continued until all vertices are placed. Ad

additional routing cells if required. Step elf the list is not empty, repeabtep cand Step
The Vp1,Vpo. Ve are the vertices of the MSBT in d until all assignments are completed.

Fig. 6. We mapVy; to column 1 of the arrayy, to The completed mapping of the MSBT of our

column 2 and so on. Since there is a directed e ; ; i
from Vp; to Vi, therefore we connect cell 9 placegd in leading exampPe to the ATMEL 6000 series FPGA is



shown in Fig. 9.

MeNe ATMEL(IDS) Our Program(TRM)

5. RESULTS B L c | A B L c | A

‘ Th% TRM was tested on a sethof I(\j/:CNCI benchI 5X10 46 | 17 | 23 | 90 | 19 | 15 | & | 27
marks. Since at present TRM can handle only single
output functions, we modified MCNC benchmarks by L B v s 018 6 B
extracting single output functions. We compared the M5 | 58 | 24 | 27 | 180 | 19 | 18 | 18 | %
area and the number of local buses used by Squashed Table Il )
Binary Tree (SBT) method versus Modified Squashed To compare the perfromance improvement we

Binary Tree (MSBT) approach, and MSBT approachhave done timing analysis using ATME
versus commercially available ATMEL (IDS) tools. We age. The design, generated by our TR

I\SIDS) pack-
package is

assumed ATMEL 6000 as the target architecture. Thentered using interactive editor of the ATMEL (IDS)

results are presented in Table | and Table .

tools, and then we run the timing analysis from the

ATMEL (IDS) package on both implementaions. The

longest path delays obtained are shown in Table IlI.

wene | et CROUPING BT MSET The average improvement achieved with our approach
L c|er| R| T |RT| R | T |RT is around 50%.

5x10 17 15 0 | 15| 5 | 20|26 | 0| 15| 2
misex54 24 8| 4| 2] 6|26 ]| 1| x| MCNC ATMEL ns TRM ns
misex62 716 394 | 131 | 525 | 173 | 728 | 2040 | 173 | 728 | 2008
misex63 845 446 | 148 | 504 | 183 | 777 | 2736 | 183 | 777 | 2704 5X10 7114 27.90

f18 423 212 | 14 | 286 | 313 | 599 | 1930 | 37 | 328 | 1140 5 57.30 26.70

f19 634 443 | 241 | e84 | 541 | 1225 | 4424 | 209 | 893 | 3072 -

sa021 551 337 | 105 | 442 | 186 | 628 | 2016 | 151 | 503 | 1792 misex54 107.40 36.40

Table | Table Ill

Table | shows the results of the SBT and MSBT

_fil_ﬁproaches for the modified set of MCNC benchmarks8: CONCLUSIONS

e second column, "PRMT", shows the number of

We proposed a new tree restructuring method for

?tates required to implement the function in PRMT formmapping combinatorial circuits onto CA-Type FPGAs.
r

ee generated by REMIT). In the GROUPING sectionB

preserving the local connectivity among the logic

of the Table |, column "L" shows the number of logic blocks the routing phase was completely eliminated.

blocks used to implement the logic and column

C"Mapp

ing process is straight forward, and therefore

shows the number of connectinﬁ_cells added due to A-Bnables predictability of the signal delays, which is very
i

restrictions of the ATMEL arc
"GT" shows the total number of cells. S nd MSBT
column sections present the results of SBT and MSB
approaches, respectively. R is the number of routin
logic blocks added when constructing SBT or MSBT.
T is the total number of logic blocks required to realizep
the function. RT represents the size (in terms a of nu
ber of cells) of the smallest rectangle enclosing th
mapped circuit. The results clearly show that MSBT,
approach has significantly reduced the total number qa“i’l
logic blocks required to implement a given function and
the size of the enclosing rectangle is also smaller.

. The layouts of the leading example are shown tgl]
illustrate the differences between our final layout an
the layout generated by ATMEL tools The ATMEL
generated layout is shown in Fig. 10, and the layout
generated by our TRM package In Fig. 11. It can be
easily noticed that our layout is more compact and gives
the better utilization of the chip resources, and thereforg?]
better perfromance. In Table Il the comparison between
our method Tree Restructunnq(Mappln%(TRM) and the
ATMEL commercial tools package (IDS) is presented[g]
using the MCNC benchmarks. B is the number of
buses and L is the number of logic blocks used for
implementing the logic, C is the number of cells used
for routm%, and A represents the rectangular area OCle-
pied by the core of the design (without 1/O pins). We 4]
compared only core area of the mapped design because
the ATMEL tools perform bus assignment in an ineffi-
cient way. The resulting area is very large and containfs]
a lot of unused logic cells. As it can be seen from the
Table Il our methods give much more compact layouts
than the ATMEL tools.” The number of local buses and
logic blocks used for routing is much smaller for all runyg
examples. The L/R ratio, Iogr|1c blocks to routing blocks,

is high for our method, which it gives more "logic
power" to the implementation of the designs and
iImproves performance.

can

tecture B[_le Column_important advantage of this method.
a

Our TRM program is independent of the logic

ptimization steps as long as the function is represented
s a binary tree. Our method is a general method and
be applied for a general class of CA-type FPGAs.
The results on some MCNC benchmarks shows that our

ethod is better both in area and delay when compared
0 commerically available tools.
orking towards extending the TRM for multi-output
nctions.

Currently, we are
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