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Abstract - This paper presents a methodology and tool (Power-
Profiler) for the optimization of average and peak power con-
sumption in the behavioral synthesis of ASICs. It considers low-
ering operating voltages, disabling the clock ofamponents not
in use, and architectural tade-offs, while also keeping silicon
area at reasonable sizes. By attacking the power problem from
the behavioral level, it can exploit an application’s inherent par-
allelism to meet the desired performance and compensate for 0ty 2 5v 3.8V 5V
slower and less power-hungry operators. Voltage

= Performance CLA= Power CLA
|. INTRODUCTION -= Performance RCA»-Power RCA

Relative Performance/Power

Lo . L . . Fig. 1. Speed and power performance of RCA and CLA (relative to 5V).
Designing low-power ASICs is receivirigcreasing attention g P P P ( )

as portable communications and personal assistant devices prolifs,

te. H the advant £ o i This paper presents a behavioral synthesis @@olver-Pro-
erate. However, the advantages of low-power cwct_pp!yano_ filer) that can solve both average and peak power problems while
only to portable devies: smaller and lightgrroducts, higher reli-

i T also keping slicon area at reasonable levels. It considers:
ability, lower heat dissipation and cheaper IC packages, longer

battery life, etc. Lower power peaks also improvepbppurrents Shut down of operators The massive switching activity in
and voltage levels, and lower electromigration and EMI. Thirge components, such as adders and multipliers, consumes great
ASIC designer can tackle power congtion at sgeral levels: ~ amounts of energy. By disabling the clock the internal nodes

. . . . remain at static voltage levels and do not consume power.
The processing/transistor-design/environment level [1,2]:

» Lower the supply voltage; reduce the geometry,tkinesh- Lower supply \(oltages_. In CMOS, _power consumpthn .
old voltage and subthreshold slope; reduce the temperaturg‘?creases guadratically with voltage while the speed reduction is
linear. This is clearly shown in fig. 1, which shows the relative

The gate-o!esign level [3]: _ _ speed and power consumption 3g-bit ripple-carry and carry
» Use static rather than dynamic CMOS; use reversible logigokahead adders as the voltage is decreased (reference is 5V).

(e.g., adiabatic gates); order the transistor turn-on sequence. o )
_ . Mixed voltage circuits. Dual voltages on one IC are attractive
The logic level [4,5]: enough so that they are being considered cawially [11].
* Reduce hazards and othesnpoductive transitions; resize Although viable, crosstalk and latchup are among the lower-level

the gates; use asynchronous circuits. problems that must be carefully considered.
The register-transfer design level [6]: Increased parallelismand use of fast and power-hungry
» Choose adjacent states for frequent state transitions. operators only on time-ciitical data paths Slower operators

The behavioral level [7,8,9,10] as applied to ASI@st, pro- &N be used on non-time-critical paths (for example, digit-serial
cessors, is the concern of this paper. Behavioral synthesis atta@iimetic can significaty reduce power [7]), while parallelism
the design problem from higher levels of abstraction, aIIowinEf” be increased to compensate for slower components. Consider
exploitation of the parallelism inherent in many ASICs applicane data-flow graph of fig. 2. The multiplications can be imple-
tions (notably, DSP). This allows proper design choices to corffiented serially at 5V, as in schedule A, or in parallel at 3.3V, as

pensate for slower and less power-hungry operators. This is md@rschedule B. The power consumption of theafial option is
harder or impossible to do at lower levels of design. lower and its total delay is smaller. However, the extra area used
by the second multiplier must also be considered.
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time-spread without affecting the overall contjga time.
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Fig. 2. Behavioral implementation example.

Il. POWER PROFILES

We designed several types of 32-bit operators, including: rip-
ple-carry adder (RCA), carry lookahead adder (CLA), Booth
multiplier (BOOTH), Quasi Bit-Serial multiplier (QBS), Array
multiplier (ARR32), and a 16-bit digit-serial array multiplier
(ARR16). Table | shows their power and delay values when a
system clock of 100 MHz is used (i.e., clock steps are 10 ns).
These values are obtained from HSpice simulations usingn®.8
transistor models.

Fig. 3. Energy consumption and delays per 32-bit operation.
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TABLE | DELAY AND AVERAGE POWER OF OPERATORS = | SReasy] ERCA 3.3v]
Eap T
3.3v 5V T | 3 |
=
RCA Total Delay (ns) 30.0 20.0 f%m a0 |
Power (mWw) 5.4 22.7
CLA Total Delay (ns) 20.0 10.0 E 010 ' 1020 L T T
Power (mW) 10.5 37.3 " "
0BS Total Delay (ns) 640.0 640.0 1500 1500 1
Power (mW) 11.00 285 o DAY S] | 0 _
Boory 1ot Delay (ns) 320.0 160.0 £ % o0 SLLGEEE]
Power (mW) 12.7 84.0 5 o E oo |
Total Delay (ns) 330.0 170.0
ARR16 300 300
Power (mWw) 24.6 101.3 '
Total Delay (ns) 160.0 100.0 "0 10 20 30 40 50 60 70 80 50 "o 2 w s w0 0 120 140
ARRS2 Power (mW) 143.1 295.6 " "
’ ’ 120 120
_ The power valges are ob_tained _by applying square waves ™ =B00TH 8v 100 1 aonTHA
different frequencies at the inputs in such a manner that a bz ® g0
anced mix of 1s and Os is applied at any given time. Stochasg © 5 @
and statistical estimates can also be used. More accurate € & wl
mates may be obtained if fixed coefficients are used at one of = 2 J] T —
inputs (as is usgally t.he case'W|th digital flltgrs) or by considerir ol SRR B PR o U AR nenni
the effects of sign bits and inputs correlation. Fig. 3 shows tl ns ns

energy consumption and delay (at 3.3V and 5V) for each type or

adder and multiplier implementing a complete 32-bit operation. "9 4 Power profiles: RCA adder, ARR32, and BOOTH multipliers.

In many operators most of the power is dissipated soon afterThese power profiles reflect the behavior of each architecture.

new inputs are clocked as an initial flurry of activity OCCUS - example, the 5V Booth multiplier uses regular cycles to com-
Although values may change with the input data, the power dis- pie, P 9 y

tribution is typical. It is possible to obtain a profile of the powe'iJUte a multiplication. This results in homogenous consumption

dissipation of each operator by simulating it and averaging ,[Héroughout the execution time. On the other hand, the RCA adder

power consumed at each specific clock cycle over many sampfé’%d the ARR32 multiplier do not behave in regular cycles and

Fig. 4 shows the typical power profile, or dynamic power distrf—ndSt switching happens at the start of the computation. This is
also reflected on their power profiles. The 3.3V Booth multiplier



Peak Power

needs two clock cycles for each stage since it cannot operate at
100 MHz. The first cycle consumes more power as no switching
occurs after the computation is completed. The profiles of the 10
CLA adder, ARR16, and QBS multipliers are obtained similarly. 20

Peak Power
B S it

ns 30
40
[ll. EFFECTS OF ASSIGMENT ON AVERAGE POWER 28
Module selectionj.e. theassignmentof operations to func- Schedule C Schedule D
tional units, can have dratic effects on power consumption. To
show this we will consider the operations of the data flow graph 1(()) o 18
of fig. 2 under several different assignments. 20 20
_ 301 1@ 30
Let us assume that the same type of adder implements operat0 40 |-
tions 0 and 3 and that the same type of multiplier implementsgg gg
operations 1 and 2. iipp is the delay of an addition ahgy_ is Schedule E Schedule F
the delay of a multiplication, then the executibme under
schedule A is: 0 Neaa
t, = 2xt +2xt 10t
A ADD MUL 20
. . . . 30
while under schedule B the execution time is: 40
t, = 2xt +t 20
B~ ADD T 'MUL 60
Schedule G Schedule H

Papp andPyy. are the average power consumptions for the

adders and multipliers. Then, average power consumption Fig. 5. Effects of different assignments on peak power.
under schedule A is calculated by:

_ 2XPapp X tapp T2 X Py Xt

P =
A t

tions and our library (two types of adders and four types of multi-
pliers) the number of choices is approximateﬁ9>245° = ~10*°,
A This is the complexity of the assignment problem alone.

MUL

Average power consymtion under schedule B is given by:
ox P ox P IV. PEAK POWER
_ 2%Papp *tapp T2 X Py *t

P, =
B t

MUL

To estimate peak power, we must consider the power profiles

B of each operator and the resulting power profile of the entire cir-

Consider a supply voltage of 5V with a CLA adder and a QB&uit. Fig. 5 shows the peak power profiles of three additions
multiplier. Using the values of table j, &£ 1,300 ns andst= 660 implemented with ripple-carry and carry lookahead adders.

ns, while R = 28.6 mW and B = 56.4 mW. If RCA adders or Peak power and maximum delays are shown in table IlI.

array multipliers or BOOTH multipliers are used instead, the Vagchedule C has the lowest peak power but it is also the slowest
ues change completely. Table 1l shows a few combinations. Tigs )

. . . chedule H is the fastest of all, has the highest peak power but
shows how different assignments can affect power copsam . .
. consumes the lowest average power if the maximum delay
If the supply voltage were 3.3V, yet another completéfemnt - .
. allowed is normalized to 60 ns.
set of values would be obtained.
This table also shows that peak power and average power opti-

TABLE I ASSIGNMENT AND AVERAGE POWER (5V) mization are quite different problems. Typically, the total number
RCA CLA of combinations, including assignment and scheduling, can reach
1,=1320 n,=28.3 MW  1,=1300 nsP,=28.6 mwW  OVer 1600 depending on the size of the data flow graph and on
" QBS tg=680 nsPg=55.0 MW  t5=660 nsPz=56.4 mW the timing constraint used. In addition to the scheduling of opera-
% BOOTH 1,=360 nsP,=77.2 MW 1,=340 nsP,=81.3 mw  tions to precise time slots, all precedence relations between oper-
= t5=200 nsPz=138.9 mW t5=180 nsPg=153.5 mw ations must be obeyed (these can easily reach thousands)
= ARRAY 32 (A7240 nsP=250.1 MW £,=220 nsPy=272.1 mW

t5=140 nsPz=428.8 mW

t5=120 nsPz=498.9 mW

V. CONSIDERING SILICON AREA

Note that the several power values in table Il correspond to dif- While increasing system parallelism speeds up a circuit and

ferent delays and therefoshould not be compared directly. A may compensate for slower operators, it carries an area cost
normalized delay should be used instead, as shown in section Which cannot be overlooked. Table IV shows the number of tran-

The solution space of this tvpe of broblem arows ex onentiaIFiStors used by the adders and multipliers used in this paper.
. P 'S typ P 9 pon ﬁ(lternatively, the values of this table can be substituted by the
with the number of operations of tata flow graph. A typical

. S - . dactual silicon areas (i|mm2, for instance) of the library used.
practical application may contain hundreds of operations and a
much larger module library. With 50 additions and 50 multiplica- Consider the schedules of fig. 5. While schedule C has the



TABLE Il DELAYS AND POWER OF SEVERAL SCHEDULES |(D| Q
Delay Peak Power AveragePower at Average power
(ns) (mWw) min. delay (mW) at 60 ns (mW) o
C 60 32.7 22.7 22.7
D 20 98.1 68.1 22.7 @
2 20
32 E 40 65.4 34.1 22.7
(0]
S F 50 37.3 25.6 21.3
Z ©
G 30 37.3 37.3 18.7
Schedule A (5V
H 10 111.9 112.0 18.7 t =360 ns( ) 2/ Schedule A2 (3.3V) Schedule B (3.3V)
5,138 transistors: t=360 n_s ] 1=360 hs
TABLE IV TRANSISTOR COUNTS OF ADDERS AND MULTIPLIERS 85,222 ransistors:  9,94nsistors
RCA CLA QBS BOOTH ARR16 ARR 32 ﬂ
1,330 2,326 1,882 3,808 11,386 32,896 7 RCA
) — Schedule Al (3.3V) Array Booth
lowest transistor count it is also the slowest. Schedule H has the t=700ns // A
highest transistor count but is the fastest. Schedules D to G are 5,138 tranistors: “ .

somewhere in between. Many other schedules are possible with

: - - Fig. 6.Schedules, qply voltages and transistor counts.
intermediate values for delay, transistor counts, and power.

Opo(+): Type O Rreca

Since operators using a supply voltage of 3.3V are slower, it is Slot Addition
possible that for tight timing constraints the number of transistor@p?’(*)i{yp @ cun
needed will be much higher. This might be due to addealiph g Slot QO ess
ism (thus increasing the number of operators) or to the use of Multiplication & @ BOOTH
faster architectures (e.g., array instead of Booth multipliers). Slot @ O ARr16
P Op1(*): Type @@ ArR32

Consider schedule A of fig. 6 operating at 5V and using RCA » Slot 6
adders and Booth multipliers. The delay is 360 ns and the numberop2(+): Type Slot st OO@O (60 ns)
of transistors is 538. The same configuration with a supply volt-
age of 3.3V has a delay of 700 ns (schedule Al). If the original

delay of 360 ns is desired, the options are to use a schedule sucfitially we tried heuristic methods to do the optimization.
as A2, but using a CLA/ARR32 combination, or schedule simildfeyyistics tailored to specific problems and optirtitza objec-
to B with a CLA/BOOTH combination. Both of these solutions; e may rurfairly quickly, but they almost invariabliake an

have a delay Of_36|0 r‘mr:t thfeir tqtal rt]_ransistor lcount 35’_222| excessive time to modify to accommodate almost trivial changes.
and 9,942 respéively. Therefore, in this example a 3.3V IMPIE“At this point wetried general optimizion methods, with the

mentation needs far more transistors than a 5V implementa'[i%hner being genetic algorithms [12]. Executiimes are still

_In same cases, the Iarge_area may render t_he 3.3V SOIUt{Per}y reasonable (seconds to minutes on a SPARCstéfjpn5
impractical. In other cases, it magt even be possible for a 3.3V

. I . However, reprogramming major changes (e.g., changing the
solution to meet very fast timing constraints. L ) .
objective functions, constraints, problem type, etc.) could also be

done in minutes with only a handful of additional lines of code.

Fig. 7. Typical enading as a “chromosome”.

VI. POWER-PROFILER, THE TOOL

Power-Profiler is capable of several types of optimization with The problem encodingis shown in fig. 7. Each operation is
many types of constraints: represented by two fields. The first one indicates which architec-

. . . ture to use (i.e., CLA, RCA for adders), while the second field
» Minimize either average or peak power with area and/or - . . L
delay constraints indicates the time slot in which the operation is scheduled. The
« Minimize delay with area and/or power constraints. length of the slots is user-defined. Withlack oflOOIMHz, each
. . . slot represents 10 ns. These slots are relafee instance, if
» Minimize area with delay, and/or power constraints. h . ; -

o iohted binati ‘ operation 4 is preceded by operation 3 in the data flow graph,
Minimize any weighted combination of area, average anflo, the st indicated is relative to the time in which operation 3
peak power with multiple constraints. . - .

is completed. The use of relative time slots guarantees that all

These optimizations involve simultaneous scheduling angtecedence relationships are satisfied (precedence feasibility).
assignment. The optimizer searches for the best combination of

architecture (module selection) and schedule to minimize theAverage poweris calculated as shown on section Ill. The
desired function while sisfying the given constraints. Thenumber of times each type of operator is used is multiplied by its
search space, the number of precedence relations and the tavgrage power and by its delayying the total energy used by
number of paths from input tutput in adata flow graph are typ- the operator. All these individual energylues are then added
ically extremely large (please see table V). and divided by the overall dataflow graph delay to obtain the




average power consumption:

600 = .
” Nopxtopx Pop Esuu . - EWF 5V
All operators E L.
Average Power= Total Delay g‘m s
5300 S
Peak poweris calculated by checking the total peak power at () 200 "

each time slot. The largest value found is the peak power of the M0 L
solution being analyzedTransistor count is calculated by 410 450 480 530 570 610 650 690
checking the maximum number of operators of each type at every = Conventional BOOTH = Conventional ARR32
time slot. The objective functionsuse cascaded penalties as in = Profiler Mixed
[7]. As each objective function is evaluated (e.g. average power), 150000
the side constraints (e.g., peak power, transistor count, delay) are = = = e e e L B
also calculated. If any of these exceed their limit by a certain per- ® 1200001 ' EWE 5V
centage, the same percentage plus a fixed penalty is added to the g 900007 P
objective function, thereby reducing its fitness. The advantage of (b) £ 60000 - e
this approach is that close-to-optimal solutions, yet infeasible, are " 30000 |
“kept alive” and can be improved in subsequent generations. [ *
Input files are very simple, consisting of lines describing the %410 450 4s0 530 570 610 650 690
operations (addition or multiplication), a list of precedence rela-  Comventional BOOTH = Comventional ARR32
tions, optimization goals, constraints, clock cycle, etc. = Profiler Mixed

Fig. 8. Comparison with single module approach.
VII. APPLICATIONS AND RESULTS

Typical applications range in size from 34 to 170 operatior so  ~Ver29e Power227.0mW =~ Average Power: 233.1mW

(table V). EWF is the fifth-order elliptic wave filter, DCT is the ,,, perT &V per sv
discrete cosine transform and INUS is the EWF filter unrolles ,
five times. The CPU times required to achieve a very good soy o
tion (within 1% of optimal) in this extremely large and comple><

problem are still about 11 minutes (average of 20 runs). 200

* Powear [mW)
g

II‘ I YN | I ) 1]
TABLEV CHARACTERISTICS OF TYPICAL APPLICATIONS 0" 200 a0 a0 000 @m0 dbo 600 BOO 100
EWF DCT INU5
Average Power: 109.2 mW Average Power: 111.9 mW
Operations 34 48 170 30 NUS 8V 300 NUS 5V
250 250
Prec. relations 47 65 269 _
200 <200
Solution space 18-10° 1010010150 1¢#00.1P00 I 150
CPU time (min) 0.4 1.2 11.8 100 100
Paths 57 52 601,692,057 . 5
UO 1000 2000 3000 4000 5000 @000 TOOO U0 1000 2000 3000 4000 5000 GOOO 7000
ns ns
Conventional behavioral synthesisassigns the operations of M Aversge Optimization | | Peak optimization|
a data flow graph to given specific modules. If only Booth multi- Fig. 9. Peak power profiles for a delay of 1,000 ns.

pliers are used in the EWF example, the smallest possible dela . . . .

at 5V is 590 ns. For faster circuits, array multipliers must be use%ﬂ. ker af[:.h".evet.s a thIUUOT thqt cor}[su;r:1;51227v.\(l) anW while .\tM.th
Fig. 8(a) shows the average power consumption of the conv I_a ?h ;ml_zt?] 1on k'S \:_a ue tr_lsestho - MV (;]wbevt(:r, |d_|s
tional approaches obtained with a limited library (CLA for afi6ar that with peak optimization the power 1S much beter dis-
additions with ARR32 or BOOTH for all multiplications). Thetrlbuted throughout the entire delay. Similar results are obtaln_ed
resulting power curves are compared with the solution thg:fr the INU5 example. In both examples the small penalty in

selects and mixes components from this set. Fig. 8(b) shows fherage power is well worth a much superior power distribution.

corresponding transistor counts. Power Profiler is able to bridgge advantage of minimizing the power peaks is fairly obvious

the curves of the Booth and array multipliers offering the belggduction of 66% for the DCT and 47% for the INUS).
combination of power and transistor count. For example, at apjixed supply voltagessolutions are shown on fig. 10, which

delay of 570 ns, the best solution uses one array multiplier aggy s average power on the INU5. At 3.3V, the minimum feasi-

two Booth multipliers, saving 39% in average power and 60% f)e gejay is 4,000 ns. Faster circuits require the use of 5V supply
transistor counts over the array multiplier solution.

voltages. Typically, power reductions of up to 70% are achieved

Peak power profiles or power distribution graphs, are shownby mixing operators of different voltages and combining the best
on fig. 9 for both average and peak optimization of the DCT ard both worlds (low power with high speed). These good mixed-
INU5 examples. In the DCT exampleptimization for average voltage results are also obtained for the other applications.




250 There are many advantages in attacking the power problem

=200 INUS from the behavioral level. Lower-level tools are time consuming

~ & . . . .

E_ and restrictive. Behavioral tools such as Power-Profiler allow the

§150 - ASIC designer:

% * To find the best combination of operators from a library to

g"’o I meet the desired performance while satisfying constraints.

§ 50 - e * Superior exploration of the design space since designs can

R be evaluated quickly and without restrictive assumptions.

0250 ao0b0 2750 ‘3500 6250 7000 » To avoid costly redesigns by estimating and optimizing

power during the early stages of the design.

ns
[533v =5V = Mixed|

The tool presented in this paper tackles both energy consump-
tion (through average power) and peak instantaneous power
160000 . problems. While we used a library consisting of ripple-carry and
::gz:: ! EwWF carry lookahead adders, bit-serial, digit-serial, Booth, and Array

- multipliers, other operators can be easily incorporated. The tool is
very flexible, fast, and very easy to use. Several applications

Fig. 10. Considering average power and supply voltages.

Transistors
-

@ o

(=T =]

e 9

S o

e e

60000 | showed that significant reductions in average power can be
40000 T e achieved by correctly selecting the operators and the supply volt-
20000 A e ages. In addition, by considering the typical power distributions
® 500 700 oo | 1100 1300 1500 of operators, power peaks can be greatly reduced, obtaining much
£ 3.3V = 5V = Mixed| better power distributions along the time axis.

Fig. 11. Considering transistor counts and supply voltages.
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