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Abstract— I n thispaper, we present a new performancedriven
placement method based on path delay constraint approach for
large standard cell layout. The proposed method consists of three
phases and usesthe EImore delay model to model inter connection
delay precisely in each phase. In thefirst phase, initial placement
isperformed by an efficient performancedriven mincut partition-
ing method. Next, an iterativeimprovement method by nonlinear
programming improves the layout. The improvement is formu-
lated asthe problem of minimizingthetotal wirelength subject to
critical path delays. Finally, row assignment considering timing
constraint isperformed. From the experimental results compar-
ing with RITUAL[17], the proposed method is much better than
RITUAL in point of the maximal violation ratio, the total wire
length, and the cut size, and is mor e effective in point of theinter-
connection delay model and its extendability.

I INTRODUCTION

Performance is one of the most important criterion to eval-
uate the quality of VLSI chips. VLSI layout design which
handl es performance explicitly isgenerally called performance
driven layout. Due to the advance of semi-conductor process
technologies, interconnection delay cannot be ignored as well
as switching delay of gates in the physical design[1]. There-
fore, dealing with performance explicitly means dealing with
the interconnection delay.

Therehave been many studiesabout performancedriven lay-
out, especially performance driven placement, and they can be
classified into the following four groups, (1)the net weight-
ing approach[2, 15], (2)the net delay constraint approach[7, 10,
18], (3)the path weighting approach[9, 19], and (4)the path de-
lay constraint approach[3, 8, 11, 17]. However, many of them
have a difficulty of trade-off between the quality of the layout
and the computation time. Especially for interconnection de-
lay, the estimation of the interconnection delay is inaccurate
because of some assumptions of the model.

In this paper, we propose a new performance driven place-
ment algorithm of the path constraint based approach. Asthe
interconnection delay model of the proposed method, the El-
more delay model is used explicitly so that we can estimate the
accurate interconnection delay and can also apply the proposed
method to wider technol ogies than conventional methods. The
proposed algorithm consists of four phases. The algorithm first
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getsaninitial placement, thenimprovesititeratively. Intheim-
provement step, the algorithm selects a subcircuit and finds a
new placement by nonlinear programming. Because the sub-
circuit includes at least one whole path which violates its own
delay requirement, we can treat thetiming constraint more flex-
ibly than the net based approach. Moreover, to limit the size of
subcircuit enables the proposed method to apply to large cir-
cuits. Finaly, the placement is formed to a row based layout
style by the performance driven row assignment phase. From
the experimental resultscomparingwith RITUAL[17], thepro-
posed method improved the total wire length by a 19.4% on
average and 36.0% in maximum compared with RITUAL. As
aresult, the proposed method is much better than RITUAL in
point of the maximal violation ratio, the total wire length and
the cut size, and is more effective in point of the interconnec-
tion delay model and its extendability.

II PRELIMINARIES

A. Layout and Delay Models

In this paper, the row based design such asthe poly-cell type
standard cell or the gate array modelsis assumed. The Sea-of-
Gates and the mixed macro cell models can be adopted too with
minor modification. The meta routing consists of two layers,
the first layer is used for horizontal direction routing, and the
second for vertical direction routing.

An equivalent circuit of an interconnection is originally
modeled as a distributed RC circuit, and the Elmore’s delay
equation[5] isoften used to represent theinterconnection del ay.
When a multi-terminal net is implemented by a Steiner tree,
Kuh gives an upper bound of the Elmore delay from the source
pin to the load pin 7 of the net by the following equation[14].

d;(W, Lo;) = (cW + Z Crj)(Ro +rLgy), 1
J

where IV isthe total wire length of the Steiner tree, Lg; isthe
path length from the source to the load ¢, ¢ and r are the wire
capacitance and resistance per unit length, respectively, Ry is
the equivalent output resistance of the source, and ; Cijisthe
sum of the load capacitances. We employ the equation (1) asan
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Fig. 1. A constrained circuit and critical paths.

interconnection delay model. However, the wire capacitances
are different between the first and second metal layers(M 1 and
M2), so we compute the delay as the sum of delay of M1 and
M2. Furthermore, it is not practical to construct Steiner trees
during placement from the point of computation time, so we
estimatethewirelength of anet by half perimeter of abounding
box of the pins of the net. The delay from the source pin to the
load pin ¢ of the net is thus defined as,

di(l, 1) = (eai+ealp+ > Cij)(Ro+rily +7200) (2)
J

where [; and [, are the width and height of the bounding box
of the net, ¢, and ¢, are the capacitance of M1 and M2 per unit
length, and r; and r, are the resistance of M1 and M2 per unit
length, respectively.

B. Timing Constraint

In this paper, we consider the long path problem. As there
are many paths from a primary input(Pl) or an output of flip-
flops(FFs) to a primary output(PO) or inputs of FFs, they can
be specified by pairs of pins, source ones and sink ones. Thus
we specify atiming constraint ast¢. = (sr,er, Dyeq, ), Where
s, isasourcepin, e, isasink pin, and D,.,, isthe maximum
permissible delay from the source to the sink. For example, if
a circuit and its timing constraint are given as shown in Fig.
1(a), the delay of any path from s, to e, in this case three
paths, must be less than D,..,. (Fig. 1(c)). We have to get the
layout satisfyingall elementsof the set of timing constraints 7.

C. Problem Formulation

We define some terminologies and symbols. Let £ =
(M, N) be alogic circuit, where M = {mq, mp,...,mu}
isasetof cdlsand A = {nq,ny,...,ny} isaset of nets. A
set NV; isaset of nets connecting to acell m;, andaset M; isa
set of cellsconnecting to anet n;. For every timing constraint
t, € 7, wedefine acritical path denoted by p, = (M, N;)
as any path whose source is s, and sink is e, where M, isa
set of cellswhich are on the critical path and AV, isaset of nets
which have connection to some cell on the critical path. Let
P be aset of critical pathsand let P, C P isaset of critical
paths specified by atiming constraint ¢, € 7,. Let D,.,_be
the required propagation delay of p. € P, andlet D, bethe
actual propagation delay of p, € P.

For every timing constraint ¢, € 7, let £, = (M., N;) be
a constrained circuit, in which a set of cells and nets are de-
fined as M, = Uy, ep, Mr, and N7 = Uy, ep. Nr. I

M. are regarded as vertices and N, as edges whose direc-
tions are given by corresponding signal flows, a constrained
circuit ¢, is represented as a directed acyclic graph(Fig. 1(b)),
in which the sourceis s, and the destination ist¢,. Let C bea
set of constrained circuits, and let Dy, = MaXvp, e, Dacin
be the actual propagation delay time from s, to e,. Figure 1
shows an example of our definition. (@) is atiming constraint
t; =(s;,t;, D;), and (b) isthe constrained circuit correspond-
ing to ¢,. There are three critical paths as shown in (c).

Now, we formulate the performance driven placement prob-
lem.

[ The Performance Driven Placement Problem ]

Inputs: alogic circuit £ = (M, N), timing constraints 7,
and physical parameters of equation (1) of the ElImore de-
lay model

Output :  positionsof A1 which minimizethe objective func-
tion

Objective Function: thetotal wire length of nets

Constraints: satisfy the layout model and the timing con-
straints 7 O

IIT A NEwW PERFORMANCE DRIVEN PLACEMENT
METHOD

A. Outline of the Proposed Method

The proposed method consists of three phases. In phasel, it
generates an initial placement by a hierarchical timing driven
mincut placement algorithm. Next, the placement obtained in
phase 1 isimproved using nonlinear programming in phase 2.
This phase is iterative improvement, and in each iteration, a
subcircuit which contains acritical path violating its constraint
isplaced. Finaly, thecellsareassigned in rows considering the
timing constraints. We will explain the details of each phasein
the following subsections.

B. Phase1l: Initial Placement Based on Hierarchical Tim-
ing Driven Mincut Partitioning

In our initial placement, three points should be considered,
to minimize the total wire length, to distribute cells uniformly
in the placement region and to reduce the violations of timing
constraints as much as possible. Astheviolationswill be elim-
inated in phase 2, it is not necessary for theinitial placement to
satisfy all of timing constraints.

We employ an extended version of the timing driven mincut
placement al gorithm we proposed in[19] asthis phase, because
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Fig. 2. Flow of the proposed hierarchical quadratic partitioning.

it takesthree points mentioned above into account, produces a
placement comparatively quickly and uses the same intercon-
nection delay model as the proposed method does. This algo-
rithm is based on ordinary hierarchical quadratic partitioning.
The quadratic partitioning is basically realized by applying the
well-known bi-partitioning method, called the FM method[6],
in threetimes. Both logic cells and aregion in which the cells
are placed at the center is divided into four parts(Fig. 2(a)).

We extended the FM method so as to consider timing con-
straints. The FM method is an iterative improvement method
and eements(in this case cells) with the maximal gain are
moved to the opposite side of the partition one by one. The
gain, wecall it cut gain g..,;, here, for acell m; means the de-
creasing number of cut size, which isthe number of nets cross-
ing thecut line, if m; ismoved to the opposite side. Onceacell
ismoved actually, it islocked and never moved any more. Then
the gains of all cells connecting to that cell are updated. These
operations are repeated iteratively until al cellsare locked.

In addition to the gain for minimizing the cut size, we intro-
duce another three gains. Firstly, weintroduce the gain to han-
dle timing constraints. Let slack for each critical path p, € P
be defined as follows.

slack, = min(D,.gr — Dgoir, 0). ©)]
The slack means the margin of the delay time of p, against the
required delay time. If acell m; is moved to the opposite side,
the sum of the difference of slack of paths containing m; can
be written as
>

Vpﬂ-E’P|mi € MTF

gslack, = (SZGCIC;— - SZGCkﬂ')a (4)

where slack, is the current slack of a critica path p,, and
slack!. isthe dack of acritical path p, after moving the cell.
Wecall g;1,.1, thedack gain. Tomovethe cell with large slack
gain means to decrease the delay time of paths which contain
it and violatetheir required delay time.

Next, we explain another gain to consider terminal positions
of nets. We consider a vertical(resp. horizontal) partitioning
showninFig. 3. Let Mm; beaset of cellsconnecting with cell
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Fig. 3. costterm, Of ahorizontal partitioning.

m; € M andletz;, z;(resp. y;, y;) beax-coordinate (resp. y-
coordinate) of cell m; € M andm; € Mm;, respectively. Let
region_width (resp. region_height) be the width(resp. height)
of the region to be partitioned. Now, we define the cost con-
cerned with terminal positions of nets connecting with the cell
m; as

|2 — i
14 = — + 1) - kl s
costiam, =) <(reg|on_W|dth ) ki ®)
m;EMm;
where ki; = —1if 2; — @; = 0, otherwise k;; = 2= For

examplein Fig. 3, thecells placed at the | eft part of the cell m;
have negative costs, and the cells placed at right part of the cell
m,; have positive costs. Then, the gain considering the terminal
positions, called terminal gain, is defined as

_ /
Gterm; = €OSligrm, — COStterm, (6)

where costierm, and costi, arethe costs beforeand after mov-
ing cell m;, respectively. From the gain gierm, , We can realize
the same effect of theterminal propagation method[4] in ashort
computation time.

Finally, we define the gain, called wire gain, to consider the
wire length of nets. Because the minimization of the cut size
doesn’t always minimize the total wire length of nets, we ex-
plicitly consider the total wire length during the partitioning.
Let wire; bethe total wire length of nets connecting with cell
m;. In other words, wire; isthe sum of the half perimeters of
the enclosing minimum rectangle of al pins of nets connecting
with the cell m;. Then we define the wire gain as

Guire, = Wire; — wire, (7

where wire; and wire} isthe total wire length before and after
moving cell m;, respectively.

Consequently, the gain of acell m; is defined as the sum of
above four gains, that is,

gaini = X Geut; +6 X Gslack; +7 X GJterm; +6 % Juire; (8)

where o, 3, v, and é are positive constants. In our experiment,
wesetw = 1,5 =3,y =4,andé = 2. In the proposed
method, the above mentioned bi-partitioning method is hier-
archically applied by shifting the partitioned region as shown



in Fig. 2(a)~(f). Since the precise cell positions are already
assigned after the first partitioning as shown in Fig. 2(b), the
terminal and wire gains can be accurately cal culated and agood
initial placement can be obtained.

C. Phase 2 : Iterative Improvement Based on Nonlinear
Programming

1. Sdection of a Target Subcircuit

An initia placement may violate some timing constraints.
The objective of phase 2 isto eliminate al the violations and
to minimize the total wire length of the placement. To achieve
them, we transform the placement problem to a mathematical
programming problem. But mathematical programming tends
to require much computation time and memory space. There-
fore, we apply mathematical programming to subcircuits, for
which theformulated problem can be solved in apractical com-
putation time and with practical size of memory space.

Now, we define the target subcircuit as £,,,, =
(Mow, Nimow), Where M., isthe set of cells, called mov-
able cells, of the subcircuit, and V.., isthe set of nets, caled
movable nets, connecting to at least one movable cells. The
cells other than movable cells are called fixed cells and their
set is represented by M ;... The nets other than movable nets
are called fixed nets and their set is represented by Ay;,.

Thetarget subcircuit is selected by the following algorithm.
In the algorithm, rand; (0, 1) isareal number between 0 and 1
randomly generated for each cell m;.

[ The Target Subcircuit Selection Algorithm ]

Step 1: Findacritica path P, with large violation ratio;

Stepz Mmov:Mﬂ'; Mfix:M_Mmov;
Nmov:Nﬂ'; Nfix:N_Nmov;

Step 3:  Calculate connectivity of cells of M f;,;

Step4d: If 2 % (|Mmov| + [Nmou|) > (preset value), then
output M 0, and Ny, and stop;

Step 5:  Search acell m; € My, in decreasing order of
its connectivity until the condition rand;(0,1) >
(preset value) is satisfied;

Step6 Mmov :Mmovu{mz}y Mfzx :Mfzx_{mz}y
Nmov: mov U/\/Zy Nfll‘:Nfo_/\/Zy

Step 7:  Update connectivity and go to Step 4, O

First, wefind one of critical pathswith alargeviolationratio.
The violation ratio is the value of actual delay time of a criti-
cal path (or aconstrained circuit) divided by the required delay
timeof it, i.e, %. The candidates for the critical path are
selected from constrained circuits which are the largest 10~20
percent in the al constrained circuits in point of the violation
ratio. Firstly, let the critical path betheinitial subcircuit. Next,
expand the subcircuit by adding cells one by one. The added
cell should havelarge connectivity, which isthe number of con-
nectionsto the present subcircuit. In order to avoid repeatedly
selecting the same cell to be added to the target subcircuit in
each iteration of phase 2 , we introduce a randomness in the
selecting step and determine whether the cell is included(See.

the critical path
with the maximum|

atarget
subcircuit

Fig. 4. Selection of atarget subcircuit.

Step 5). If itisincluded, al nets connecting to it turn to mov-
able nets. By the way, when the placement problem is trans-
lated to a mathematical programming problem, it needs vari-
ablestwice the number of the movable cells and movable nets.
To solve the problem in a practical computation time, we must
limit the number of variables in the mathematical program-
ming. Hence, the growing process of the subcircuit continues
until the number of variables of themathematical programming
problem reaches to a given constant (Fig. 4).

There are two reasons why we construct the target subcir-
cuit in such away. Firstly, if the subcircuit around a violated
critical path isimproved at the same time, the cells on the path
must be ableto movefairly freely. Second, the cellswith many
connectionswith the critical path must beincluded in the same
constrained circuit so that moving the cells connecting with the
critical path will be effective to reduce the timing violation.

2. Constraints of Nets

To transform the placement problem to a mathematical pro-
gramming problem, we need variables to represent the wire
length of movable nets as well as positions of movable cells.
We define two variables for each movable cell, these are «;
and y; which are the XY coordinates of a cell m;eM,y,,p.
We also define two variables for each movable net as shown
in Fig. 5(a), where w; is the width of the bounding box of a
net n; EN oy and h; isthe height. Then we can represent the
bounding box of a movable net »n; by these variables and the
following inequations.

CN1: r; -
Yi -

zp < w;

Ymy; Zmp € My 0N Moo,
yr < hy

Vni € Nmov

They mean that for any pair of movable cells connecting to n;,
they are completely included in the bounding box of ;. When
n; connectsto fixed cells, thefollowing another inequationsare
needed.

CN2: x; — Xomin;, < w;
Xmaz, —xj < w;
Xnaz,  — Xmin, <w; | VM5 € Mi 0 Moo,
Y; —Ymin, < hy Vi € Nonow
Yimae;, —VYj < hy
Yimazr;,  — Ymin, < h;




(X, %) =

[Jmovablecell [l fixed cell
(b) the conventional method

(a) the proposed method

Fig. 5. Variablesfor movable net.

If anet has somefixed cells, the bounding box of thefixed cells
can be constructed, and for any pair of amovable cell and the
bounding box, their bounding box is completely included inthe
bounding box of n;.

Some conventional methods[11, 12] based on mathematical
programming use four variables for each net, those are coor-
dinates of left lower corner and right upper corner of bound-
ing box of the net as shown in Fig. 5(b). The method of Fig.
5(b)(let it be B) needs four times the number of movable nets,
while the method of Figure 5(a) (let it be A) needs only twice.
So A issuperior to B in point of the number of variables. On
the other hand, there is not a large difference in the number
of ineguations between them. Hence, we have employed the
method A.

3. Congtraints of Path Delay

Our placement problem hastiming constraints, so these con-
straints should aso be transformed to the mathematical pro-
gramming problem. As mentioned in Section 1., atarget sub-
circuit £,,., growsfromacritical path(Fig. 4). However, there
are many critical paths other than it which are partialy or en-
tirely included in the subcircuit. If we have not thought about
them during the improvement, it would happen that while vi-
olation of the first selected critical path might be eliminated,
other critical paths might cause timing violations. Therefore
we haveto consider all of them as constraints. Constraints of
critical path delays can be written as follows.

Vi €ENxONmow

+ Z dz (Xmax, -
YN ENZNNG e

+ Z Dswitchj S
Ym;eEM
Vpr €P | Mz 0O Mooy 705

where Dyyiicn; iSthe switching delay of cell m;. Inthesein-
equations, the right side means the permissible delay time of
a path and the left side means the actual delay time of it. The
first term of the left sideisthe sum of delay of movable netson
it, the second is the sum of delay of fixed nets, and the third is
the sum of switching delay of cells. In this formulation, only
the first term of the left side has variables and the inequations
are quadratic(See EqQ.(2) in Sec. 2.1).

Xmin, ) Ymax, - szn,)

Dre‘]ﬂ-a

(%,¥;) 4. NLP Formulation of the Problem

The objective of our problem is to minimize the total wire
length. However, in general, a placement produced by math-
ematical programming with minimizing the total wire length
tends to make the distribution of cells imbalance, i.e.,, some
cells may concentrate in a local region. This is because this
objective does not concern with the differences of length be-
tween the nets. If many cells overlap each other, they must
be moved far away in the post processing, resulting that the
“goodness’ of the placement obtained in phase 2 would be di-
minished and thisis nonsense. But it is difficult to add some
constraints or to adopt aspecial objective function to explicitly
make cells uniformly distributed on the chip while keeping the
convexity of the problem. So, to distribute cells uniformly on
the chip, we rearrange the objective function as minimizing the
sum of sgquare of wire length. If such an objective is taken, it
tends to make the wire length of each net equal than a linear
objectivefunction evenif the sum of wirelength isthe samein
both objectives.

From above arguments and Sects. 111.C.2. and 111.C.3., we
formulate the placement problem as a mathematical program-
ming problem.

minimize : > ai(w?+hd) 9)
V1, €ENmow
subject to CN1UCN2UCP

where «; is the constant considering a criticality of a net n;.
Because the objective and constraints C'P are quadratic, this
problemis a nonlinear programming problem(NLP).

5. The Algorithm of Phase 2
The algorithm of phase 2 is shown below.

[ Iterative Improvement Based on NLP ]

Stepl: Perform timing verification to all constrained cir-
cuits; LoopNumber = 1;

Step2: If the maximum violation ratio is less than
a pre-determined permissible violation ratio or
LoopNumber > ( preset value), then stop;

Step 3:  Select atarget subcircuit £,,,,, to beimproved;

Step4: Find al critical paths which have the cells of
Mmov ;

Step5: Formulate the nonlinear programming problem (9)
and solveit;

Step 6: Perform timing verification to the constrained cir-
cuits which have cells of M 00 ;

Step 7: LoopNumber = LoopNumber + 1 and go to Step 2;

O

Thisagorithm improves aplacement iteratively, and in each
iteration, it constructs a target subcircuit, formulates a nonlin-
ear programming problem and solvesit. It starts from timing
verification and calculates violation ratios for all constrained
circuits. In the following loop, the improvement and timing
verification is done. Thistiming verification is executed for all
the constrained circuits which have movable cells. Thisloopis
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repeated until the maximum violation ratio is less than a pre-
determined permissibleviolation ratio or theloop count reaches
some preset value.

As a nonlinear programming method, we employ the mul-
tiple method[13], which is easy to implement, and it takes
O(k1V? + ko) computation time, where V' is the number of
variables, C'isthe number of constraints, and k4 and k, arecon-
stants ( or sometimes variables) concerning loop countsin the
method. Instead of the multiple method, any other faster non-
linear programming method can be used to solve the problem

9).

D. Phase3: Timing Driven Row Assignment

In phase 3, the cells, which are distributed on the chip in
phase 2, are assigned to cell rows. Now, let R be the number
of cell rows,andlet R, R 5, ..., R g betheset of cellsof each
row. All cellshaveareas, and let a(M) bethe sum of areaof the
cellsin M. Thewidth of the chip isdetermined by the width of
the longest cell row, and if the width of al rows are same, then
the width of the chip is minimized. Thus we give the same
capacity, denoted A, to al cell rows, and al cell rows must
satisfy a(R;) < A,i=1,..., R. Therows have y coordinates
Y1,Y5,...,Yg.

In the proposed row assignment algorithm shown first, the
cells between each two consecutive cell rows are grouped first,
and next for each group, the cellsin it are assigned to slots in
the two consecutive cell rows by linear assignment considering
thewirelength and the timing constrai nts(row assignment of y-
direction) (Fig. 6(a)). Next, cell groups are constructed based
on z-coordinate of cells from left to right of the chip, and the
cellsin each group are reassigned to slots of the improved re-
gion by linear assignment in asimilar way of y-direction (row
assignment of x-direction) (Fig. 6(b)). The above operations
are iteratively performed while the placement isimproved. In
the following, row assignment of y-direction is described.

First, we explain how to construct the groups. There are R

groups, G1,G,,...,Gr. Foreach G;,i = 1,..., R, they have
capacities, whichare A; = A, fori=2,..., Rand A; = 34/2.
All cells are sorted by their y coordinates, and the first cells, of
which the sum of the area is equal to the capacity of the first
group, are assigned to the first group. Similarly, the remaining
cellsare divided into the groups. Next, the cellsare assigned to
dotsin cell rows. We transform this assignment problem to a
linear assignment problem. Because of a(G;) > A, if the cells
in group G; which are not assigned to slots of the cell row R;
but slots of the cell row R ;.1, thenthe cellsassigned to R ;.1 are
added to the next group G;+1 and reassigned in the next linear
assignment problem.

The linear assignment problem that the cellsin the group G;
areassigned to dotsof thecell row R; isformulated asfollows.

minimize:  >°, cg, 2 s, es, CikZik

subjectto: >°, . zk =1, Vm; € Gi,
o fik =l Vs €S,
zjp > 0, Vm; € G;, Vs, € S;

where S; isaset of dotsin which al cellsin G; are assigned,
and ¢;;, isacost with which the cell m; isassigned to the slot
s. Thecost ¢;; isdefined as

Gk T Ypen, Bli(my, sp)fwi),

where Al;(m;, s) is adifference of the wire length of the net
n; connected to the cell m; when the cell m; isassigned from
the current slot to the dlot s, and f(w;) isafunction of the crit-
icality w; of net n; and if w; exceedsapreset value, for example
0.9, then it increases rapidly. The timing constraints are con-
sidered by the criticality of the nets. For the timing constraint
t; € T, Dy, istherequired delay and Dqq, isthe actual de-
lay. We reflect the degree of the violation on w; as

Dact,
MaXy .z ={r|n;eN;} Dyeg, ”

(10)

w, = (1)
The timing driven row assignment algorithm is as follows.

[ Timing Driven Row Assignment ]

Stepl: LoopNumber =0;
/* Row assignment of y-direction */

Step2: Construct groups G1,G,, ...,Gr based on y coor-
dinates of cells;

Step3: =1,

Step4: Foral cellsm; € G, s, € S;, compute c;;, and
solve the linear assignment problem;

Step5:  For al cellsm; € R;, update their coordinates.

Step6:  Giv1 = Gir1 URyu1.

Step7: Ifi < R,theni =i+ 1goto Step 4, elseterminate;
/* Row assignment of z-direction */

Step 8:  Construct groups g}, Gs, . .., G5 based on x coordi-
nates of cells;

Step9: =1,

Step10: For dl cellsm; € G/, s, € S;', compute ¢;; and
solve the linear assignment problem;

Step 11: For dl cellsm; € R;’, update their coordinates.



Step 12: z/'+1 = z/'+1 U 7z;’+1'

Step 13: If i < R/, then: =7+ 1and go to Step 10;

Step 14 |If there is no improvement
or LoopNumber = (preset number), then terminate,
else LoopNumber =LoopNumber + 1 go to Step 2;
O

IV  EXPERIMENTAL RESULTS

We have implemented the proposed placement method
called POPINS and performed some experiments. All exper-
iments are done on a SPARC server1000 (135.5MIPS). Table
| shows the tested data. Among them, “fract” ~ “avq.large”’,
are the MCNC benchmarks, and “s1494”~“s35932" and
“Cl"~"“C7" are ISCAS benchmarks. For ISCAS benchmarks,
logic synthesis and technology mapping were performed by
SIS1.2[16]. In this table, “#cons’ is the number of timing
constraints. As the timing constraints, we gave a clock cycle
time for “fract”, “biomed”, “s1494" ~*s35932", “C1"~"“C7".
The clock cycle time of “fract” and “biomed” was determined
by that determined from a placement produced by a non-
performance driven placement method multiplied by 0.8~0.9.
Those of “s1494"~"s35932" and “C1"~"“C7" were given.
“primaryl”, “primary2”, “avq.small”, and“avq.large’ have 16-
bit registers, thus we gave the timing constraints so as to syn-
chronize the arrival time of all flip-flops in the same registers.

We compared POPINS with RITUAL[17]. RITUAL isone
of the most powerful performancedriven placement algorithms
which can satisfy agiven clock cycle. The interconnection de-
lay model is similar to ours, except the wire resistance is not
assumed. But to compare with our results, we evaluated the
result by our model. Moreover, in RITUAL, a cell which has
more than one output pins is not permitted, so we could not
test “fract”~"avq.large”. Theresults of POPINSand RITUAL
are shown in Table I1. In Table Il, #vio. is the number of vi-
olated timing constraints, Delay Max., defined as Delay Max.
= MaXvs,e7 Dact, /Dreq, , 1S called the maximal violation ra-
tio and if it isless than or equal to 1.0, the placement satisfies
all timing constraints. Delay Ave. is an average violation ratio,
i.e, Delay Ave. = iy 3y, c7 Dact, /Dreq, and length is the
total wirelength estimated by the Manhattan distance (). We
uniformly generated 15 cut linesfor each direction and counted
the number of nets crossed the corresponding cut line (Fig. 7).
#h-cuts Max. and Ave. are the maximum and average cut sizes
of the horizontal () direction, respectively. Similarly, #v-cuts
Max. and Ave. are the maximum and average cut sizes of the
vertical(y) direction, respectively. timeis the running time by
SPARCserver1000 (seconds).

Fromtheresultsof Tablell, POPINSimproved thetotal wire
length by a 19.4% on average and a 36.0% in maximum com-
pared with RITUAL. Form #h-cuts and #v-cuts, POPINS also
produced the smaller and more uniform cut size placements
than RITUAL. As aresults, the proposed method can produce
better placements in points of the maximal/average violation
ratio, the total wire length, and the cut size. For the CPU time,
if the nonlinear programming method used in the phase 2 can
be improved or replaced with more superior one, for exam-
ple, some commercial packages, the computation time can be

cut lines

L}
L]
(]
cut lines
L]

(a) the horizontal direction (b) the vertical direction

Fig. 7. The cut sizesof the horizontal and vertical directions.

TABLEI
CHARACTERISTICS OF EXPERIMENTAL DATA.

| Data || #cells| #nets | #/Os | #rows | #cons |

fract 125 163 24 6 38
primaryl 752 1266 81 16 398
primary2 2907 | 3817 107 36 877
biomed 6417 | 7052 97 40 | 1302
avg.small || 21854 | 22124 64 70 | 6064
avg.large || 25114 | 25384 64 72 | 6064
s1494 390 425 27 9 70
$9234 917 1028 75 12 412
s38417 7572 | 7734 134 37 | 2619
s35932 11838 | 12228 355 45 | 3488
C1 493 607 73 8 82
c2 590 | 1277 373 9 270
C3 682 804 72 10 246
C5 1081 | 1560 301 13 334
C6 1037 | 1516 301 14 334
C7 2150 | 2678 315 18 405

#cons : the number of timing constraints.

shorter. However, for large sizedata“ s35932” which has 11838
cellsand 12228 nets, POPINS can obtain a 16.1 % better result
withinthe shorter computation timethan RITUAL. From above
experiments, the results of POPINS are much better than those
of RITUAL.

Furthermore, our method is superior to RITUAL in the fol-
lowing points. First, we assume the more exact interconnec-
tion delay model, so our method can be used in wider tech-
nologies, but RITUAL has arestriction in technologies which
it can be applied to because of its timing model. Second, the
timing constraint we assume is the set of pin to pin constraints
whilethat of RITUAL isaclock cycletime, so our method can
be used for more complex timing constraints such as a circuit
with multi phase clock. Moreover, to improve the performance
of an existing placement which is produced by a placement al-
gorithm without considering timing constraint, the phase 2 of
our method isvery effective. Finaly, itiseasy tointroduce par-
alel processing into phases 1, 2, and 3 so that the algorithm can
easily handle very large scale cell-based ICs. From the above
consideration, the proposed method is more effectivethan other
existing performance driven placement methodsin point of the
interconnection delay model and its extendability.

V  CONCLUSIONS

In this paper, we proposed a new performance driven lay-
out method for designing high performance VLSI chips. The



TABLE I
THE RESULTS OF THE PROPOSED METHOD POPINS anD RITUAL.

. Delay #h-cuts #v-cuts time

Data Method || #io. T ave | 1en9th(Y) | —ax T Ave | Max. | Ave, (sec)

fract POPINS | 0 | 085 0.32 45225 || 34| 24| 33| 26| 2361

primaryl | POPINS | 0 | 069 | 021 | 1128245 || 164 | 119 | 137 | 96| 2237

primary2 | POPINS | 0 | 060 | 036 | 4128324 || 448 | 241 | 320 | 223 | 3680

biomed | POPINS | O | 054 | 034 | 4128324 || 510 | 341 | 391 | 308 | 9168

avgsmal || POPINS | 0 | 088 | 0.18 23848188 || 1463 | 949 | 1715 | 1143 || 250884

avglarge | POPINS | 0 | 084 | 020 | 28323022 || 1643 | 1151 | 1380 | 1019 | 281593

POPINS | O | 067 | 039 | 257863| 90| 61| 79| 58] 2477

s1494 | RITUAL | 0 | 065| 040 | 373477 | 150 | 88| 120| 93 285

POPINS | 0 | 070 | 0.31 | 500156 || 146 | 100 | 120 | 93| 9437

9234 | RITUAL | 0 | 067|031 | 583559 | 178 | 111 | 186 | 143 250

POPINS | 0 | 0.70 | 0.23 | 4434695 || 510 | 339 | 308 | 244 | 8890

$38417 || RITUAL | 0 | 058 | 024 | 6930625 | 793 | 539 | 566 | 393 | 10172

POPINS | O | 0.74 | 031 | 9759746 || 928 | 636 | 547 | 410 | 21640

$39932 || RITUAL | 0 | 075 | 0.35 | 11630953 | 567 | 733 | 831 | 1089 || 132542

POPINS | O | 058 | 053 | 243765] 92| 71| 81| 62] 2803

C1 RITUAL | 0 | 059 | 054 | 303696 | 116 | 83| 128 | 111 45

POPINS | O | 0.70 | 0.38 | 375022 || 166 | 133 | 165 | 122 | 2432

c2 RITUAL | 0 | 067 | 036 | 442748 || 123 | 94| 315 | 274 108

POPINS | 0 | 071 | 039 | 475808 || 132 | 98| 119 | 9oL 6580

c3 RITUAL | 0 | 069 | 039 | 550509 | 160 | 113 | 175 | 137 163

POPINS | 0 | 065 | 0.28 | 1051320 || 321 | 226 | 201 | 196 | 3133

Cs RITUAL | 0 | 063 | 029 | 1286249 || 330 | 257 | 458 | 376 243

POPINS | O | 065 | 0.29 | 994319 || 304 | 218 | 250 | 194 | 2666

Ccé RITUAL | 0 | 065 | 028 | 1186017 | 347 | 245 | 441 | 372 627

POPINS | O | 0.80 | 0.36 | 1462247 || 298 | 217 | 248 | 192 | 18145

c7 RITUAL | 0 | 072 | 035 | 1727330 || 276 | 190 | 409 | 348 436
#vio. : the number of timing violations #h-cuts : the cut size of the horizontal direction

#v-cuts : the cut size of the vertical direction

proposed method can satisfy the performance requirements of
the circuit by satisfying the timing constraints. And in the pro-
posed method, we adopted the ElImore delay model as the in-
terconnection delay model, which is one of the most accurate
models used in existing performance driven placement meth-
ods. Experimental results showed the effectiveness of the pro-
posed method.
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