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Abstract—We present a new technique that broadens the scope of BDD application. It is a method for manipulating regular expressions that represent sets of sequences including repetitions of symbols. In general, sequences in the set represented by a regular expression have an infinite length and this makes representing and manipulating them difficult.

In this paper, we introduce length constraints into a representation of regular expressions. Under these constraints, our method can represent and manipulate large-scale sets of sequences of regular expressions compactly and uniquely and greatly accelerates operations of regular expressions.

As regular expressions can represent behaviors of a finite state machine, our technique provides a useful analysis method of finite state machines and can be applied to formal hardware verification techniques.

I. INTRODUCTION

Recently, formal LSI design verification methods have attracted much attention [5, 1]. A typical approach is to show the correctness of designs by comparing the behavior of an implementation and its specification. Both an implementation and its specification are represented by finite state machines. Finite state machines play important roles as models in formal verification, so a method that enables their efficient manipulation is required. Previously proposed methods represent transition relations of finite state machines to analyze their behavior. Although the Binary-Decision-Diagram-based approaches [5, 15] are very sophisticated, there are cases when transition relations cannot be represented in reasonable time and space. In this paper, we propose an approach based on regular expressions for representing and manipulating finite state machines. Finite state machines are equivalent to regular expressions. Sequences in a set represented by a regular expression are equivalent to the transitions of its corresponding finite state machine. Regular expression inequivalence is NP-hard [13, 14] and of course finite state machine inequivalence is NP-hard too. To relax the complexity of manipulating regular expressions, we introduce length constraints into the representation of regular expressions. Length constraints enable us to manipulate regular expressions as finite sets of limited length sequences. We propose the way to represent sets of sequences as sets of combinations and a method of manipulating sets of combinations using Binary Decision Diagrams (BDDs).

BDDs are graph-based representations of Boolean functions and enable us to manipulate Boolean functions efficiently in terms of time and space [2]. There are many cases in which conventional algorithms can be significantly improved by using BDDs [8, 9]. As our understanding of BDDs has deepened, the range of applications has broadened. Besides Boolean functions, we are often faced with manipulating sets of combinations in many LSI design problems. By mapping a set of combinations into Boolean space, it can be represented as a characteristic function using a BDD. This lets us manipulate a huge number of combinations implicitly, which has never been practical before. Based on implicit set representation, new two-level logic minimization methods have been developed [4, 9]. These techniques are also used to solve a kind of covering problem [7]. Of course, transition relations of a finite state machine can be represented as a characteristic function using BDDs [5, 15].

A zero-suppressed BDD (ZBDD) is a new type of BDD adapted for the implicit set representation [12]. It can manipulate sets of combinations more efficiently than conventional BDDs, especially when dealing with sparse combinations. We have recently studied cube set algebra for manipulating sets of combinations [11], and proposed efficient algorithms for computing cube set operations based on ZBDDs. This technique is useful for many practical activities related to LSI design, including multi-level logic synthesis [10] and fault simulation.

In this paper, we present a new technique of manipulating regular expressions that represent sets of sequences including repetitions of symbols under length constraints by using ZBDDs. This method can represent regular expressions with large-scale sets of sequences compactly and uniquely. In this method, we can flatten regular expressions into canonical forms of sets with millions of sequences, which have never been represented before. Constructing canonical forms of sets of sequences immediately leads to equivalence checking of regular expressions. Since the calculus of regular expressions is a basic model for manipulating finite state machines, our method is expected to be useful for the formal verification of LSIs.

We will first explain regular expressions and ZBDDs.
Next we will present the method for representing regular expressions under length constraints with ZBDDs and discuss the algorithms of operation for regular expressions. Finally, we will show the implementation of our method and experimental results.

II. Preliminary

A. Regular Expressions

A regular expression provides a way of describing certain sets of sequences, and is defined over a certain set of symbols. Here, we suppose that regular expressions are built up by applying union, concatenation, and closure operations to the sets. To be more precise, let $\Sigma = \{ \sigma_1, \ldots, \sigma_k \}$ be a finite set of symbols. Then:

- Each of the expressions $\sigma_1, \ldots, \sigma_k$ is a regular expression on $\Sigma$, as are $\lambda$ (the null string) and $\phi$ (the empty set).
- If $S$ and $T$ are regular expressions on $\Sigma$, then so is their union $S + T$ and their concatenation $ST$.
- If $S$ is a regular expression on $\Sigma$, its closure $S^*$ ($= \lambda + S + SS + \cdots$) is also a regular expression.
- Only those expressions that can be obtained by a finite number of applications of the above operations are regular expressions on $\Sigma$.

The set $\Sigma$ is usually called the alphabet of the expressions based on it. In this paper, the notation $L(R)$ is a set of strings which regular expression $R$ represents, $|s|$ represents the length of a sequence $s$, and $L(R)_i$ is a subset of $L(R)$, that is $\{ s | s \in L(R), |s| = i \}$.

There is often a case when two quite different-looking regular expressions can represent the same set of sequences. For example, both $a^* + a^*bb(b + aa^*)^*$ and $(b + a^*a)b^*ab^*$ represent the same set of sequences that do not contain isolated $b$’s. Similarly, both $b^*ab^*(ab^*ab^*)^*$ and $(b^*ab^*a)b^*ab^*$ represent the same set of sequences that contain an odd number of a’s. In LSI designs, the implementation and specification is represented by different finite state machines, and the corresponding regular expressions are usually different. Therefore, checking the equivalence of two quite different-looking regular expressions is a useful way for us to verify LSI designs and that is our aim in this paper.

B. Zero-suppressed BDDs

Zero-suppressed BDDs (ZBDDs) are a new type of BDD adapted for representing sets of combinations [12]. They are based on the following reduction rules:

- Eliminate all nodes with the 1-edge pointing to the 0-terminal node. Then connect the edge to the other sub-graph directly (Fig. 1).
- Share all equivalent sub-graphs in the same manner as with conventional BDDs.

Notice that, contrary to conventional BDDs, we do not eliminate nodes whose two edges both point to the same node. This reduction rule is asymmetric for the two edges because the nodes remain when their 0-edge points to a terminal node. When the number and order of the variables are fixed, ZBDDs provide canonical forms for Boolean functions.

Fig. 1. Reduction Rule for ZBDDs.

Fig. 2. Effect of the Reduction Rule.
III. Representation of Regular Expressions using ZBDD

Here, we show how we represent and manipulate regular expressions using ZBDDs. A method we developed for manipulating Boolean expressions is also applicable to regular expressions. However, Boolean expressions are different from regular expressions in the following points:

- Boolean expressions can be represented as a set of combinations easily, and these can be dealt with efficiently by using ZBDDs. But sets of sequences that regular expressions represent are often infinite sets with infinitely long sequences, and regular expressions cannot be dealt with by using ZBDDs as they are.

- Boolean expressions cannot deal with repetitions of symbols. \(xx=x, xy=xy\) in Boolean expression.

- Boolean expressions cannot represent permutations. \((xy=xy)\) in Boolean expression.

In this section, we present a method for representing regular expressions by solving these problems.

A. Length Constraints

As we explained above, sets of sequences that regular expressions represent are usually infinite sets that have infinitely long sequences of symbols. ZBDDs cannot deal with such sets, so we introduce length constraints into them. Now, suppose that the length constraint is a non-negative integer \(\ell\), we consider only the subset of sequences whose lengths are shorter than or equal to \(\ell\). The size of this subset is at most the \(\ell\)-th power of the size of the alphabet that appears in the regular expression. Sequences whose lengths are \(i\) correspond to behaviors of the finite state machine until the \(i\)-th step. And so, considering only the subset of the sequences whose lengths are shorter than or equal to \(\ell\) is equivalent to considering all behavior of the corresponding finite state machine until the \(\ell\)-th step. This is useful for formal verification.

From now on, when we do not refer to the length constraint, we assume it is a non-negative integer \(\ell\).

B. Representation of Permutation

The way of representing repetitions and permutations in ZBDDs is another problem. We introduced the length constraints above and considered only the subset of sequences of regular expression. However, this subset cannot be dealt with by using ZBDDs as it is, because it is a set of permutations including repetitions of symbols.

We propose preparing \(\ell\) items \((x_1, \ldots, x_{\ell})\) for each symbol \((x \in \Sigma)\). When dealing with more than one sort of symbol, such as \(x, y, \) and \(z\), we prepare respective \(\ell\) items, i.e. \(x_1, \ldots, x_{\ell}, y_1, \ldots, y_{\ell}, z_1, \ldots, z_{\ell}\). The sequence “abc” is “abc” in Boolean algebra, but now “abc” is expressed as a combination items “a|b|c|a|b|1” (Fig. 4). Item \(x_i\) stands for the existence of symbol \(x\) at the \(i\)-th position of the sequences in reverse order. (We can represent “abcb” as “a|b|c|a|b|b|”, but for implementation we adopt the reverse order. And also for implementation, variable ordering of ZBDDs is based on a rule that item A whose subscript is bigger than item B has a higher position in ZBDDs than item B.)

This technique enables us to represent sets of sequences as sets of combinations of the items. Now we can use ZBDDs to represent them.

C. Data Structure

With the above representation methods, we can represent regular expressions by using ZBDDs. We provide a method of handling a set of sequences efficiently in ZBDDs. Our idea is to divide the set of sequences into an array of subsets. To put it more concretely, for regular expression \(R\) and length constraint \(\ell\), we divide the set of sequences \(L(R)\) into the array of \((\ell+1)\) subsets \(L(R)_0, L(R)_1, \ldots, L(R)_{\ell}\). Then we represent them by using the array of ZBDDs. From now on, we use \(Z(R)_i\) as a representation of \(L(R)_i\) by using a ZBDD, and use the array \([Z(R)_0, Z(R)_1, \ldots, Z(R)_\ell]\) to represent regular expression \(R\).

For example, we represent the regular expression “ab*a|b” under the length constraint \(\ell = 3\). The set of
IV. ALGORITHMS OF REGULAR EXPRESSION OPERATIONS

Regular expressions can be manipulated by three operations, such as union, concatenation, and closure. Based on this knowledge, we first generate ZBDDs for trivial expressions that consist of a single symbol, and then apply these operations to construct more complicated regular expressions.

An example is shown in Fig. 7, 8, and 9. To generate a ZBDD for the expression “ab*+a*b”, we first generate graphs for “a” and “b” (Fig. 7). Then we apply union, concatenation, and closure operations according to the expression. Fig. 8 shows the representation of “b*”, which is the closure of “b”, and the representation of “ab*”, which is the concatenation of “a” and “b*”. Fig. 9 shows the representation of “a*”, which is the closure of “a”, and the representation of “a*b”, which is the concatenation of “a*” and “b”. Finally, we compute the union of “ab*” and “a*b”, and we get the array of ZBDDs shown in Fig. 6.

After generating ZBDDs, we can immediately check the equivalence between two regular expressions under length constraints. Moreover, we can easily evaluate, for instance, the regular expressions in terms of the number of sequences of the set.
In this section we present efficient algorithms for the three regular expression operations of union, concatenation and closure using ZBDDs.

A. Union

We first show the algorithm for union. For regular expressions $S$ and $T$, we assume that we will get a regular expression $R$ as a result, i.e., $R = S + T$. This operation is a basic part of other operations. Regular expressions $S$ and $T$ are represented as an array of $Z(S)_0, Z(S)_1, \cdots, Z(S)_\ell$, and an array of $Z(T)_0, Z(T)_1, \cdots, Z(T)_\ell$ respectively by using ZBDDs. Computing a union of $Z(S)_i$ and $Z(T)_i$ by using the ZBDD union operation, we can get $Z(R)_i$. The computing time of union operation is proportional to number of ZBDD nodes.

B. Concatenation

Concatenation is the most significant regular expression operation. In order to implement it efficiently, we adopt the array of subsets of sequences as the data structure. We assume a regular expression $R$ is a concatenation of regular expressions $S$ and $T$. A ZBDD $Z(R)_i$ for a subset of sequences $L(R)_i$ is obtained by

- computing concatenations $Z(S)_jZ(T)_k$, where $j + k = i$, $0 \leq j \leq i$, $0 \leq k \leq i$, and
- computing the union of $(i + 1)$ concatenations we get above, i.e., a union of $Z(S)_0Z(T)_0, \cdots, Z(S)_iZ(T)_i, \cdots, Z(S)_\ell Z(T)_\ell$.

A concatenation $Z(S)_jZ(T)_k$ is computed by using the shift operation and Cartesian product operation of ZBDDs. All items of $Z(S)_j$ are shifted up by $k$ steps, then the Cartesian product with all items of $Z(T)_k$ is produced. To put it more concretely, a concatenation of $Z(S)_jZ(T)_k = \{ a_1b_1, a_2b_1, a_3b_1, \cdots \} \times \{ a_1b_1, a_2b_1, a_3b_1, \cdots \}$ is computed by

- shifting $\{ a_1b_1, a_2b_1 \}$ up by 1 step to get $\{ a_2b_1, a_3b_2 \}$.
- making a Cartesian product with $\{ a_1, b_1 \}$ to get $\{ a_1b_2a_1, a_2b_2a_1, a_3b_3a_1, a_4b_4a_1 \}$.

The Cartesian product is a basic operation of ZBDDs and its computing time is proportional to the number of ZBDD nodes. So is the shift operation. As we explained above, the concatenation operation is implemented by applying the union and shift and the Cartesian product, the number of times of which is proportional to the second power of the length constraint. Therefore the computing time of concatenation operation is $O(N \cdot \ell^2)$, where $N$ is the number of nodes of ZBDDs and $\ell$ is the length constraint. In practice, the cache function of ZBDDs makes the computing time shorter.

C. Closure

Using two operations above, we can compose a regular expression closure algorithm. The closure of regular expression $R$ is $\lambda + R + RR + \cdots$. Under length constraints we consider only $\lambda + R + RR + \cdots + R\ell$ because sequences whose length is greater than $\ell$ are out of consideration. This expression can be factorized as $\lambda + R(\lambda + R(\lambda + \cdots R(\lambda + R))) \cdots$). Applying operations of union and concatenation by turns, we can represent a regular expression closure by using ZBDDs. If an intermediate result is saturated during calculation, we can stop at that time and get the result. For example, when calculating $(\lambda^*)^\ell$, we can find $\lambda + a(\lambda + a)^\ell = \lambda + a^\ell$ i.e. saturation. We then immediately get the representation of $(\lambda^*)^\ell$ without calculating $\ell$ times.

The closure operation is implemented by applying union and concatenation, the number of times of which is proportional to the length constraint. Therefore the computing time of the closure operation is $O(C \cdot \ell) = O(N \cdot \ell^2)$, where $C$ is the number of concatenations, $\ell$ is the length constraint, and $N$ is the number of ZBDD nodes.

D. Miscellaneous

When we represent regular expressions using ZBDDs, they are represented in canonical form, and we can easily perform various operations by using the functions of ZBDDs. For example, checking the equivalence of two regular expressions can be done by only comparing two ZBDD arrays. Checking implication is easily implemented by using the substitution operation of ZBDDs. The number of sequences can be enumerated by checking the number of ZBDD paths, and the computation time is proportional to the number of nodes. These operations are useful in various areas, including formal verification techniques for finite state machines.

V. Implementation and Experiments

Based on the techniques described above, we implemented a program for manipulating regular expressions under length constraints. Our program is written in C++ language on a SPARC Station 2 (SunOS 4.1.3, 64M Byte Memory). To evaluate our method, we constructed ZBDDs for several regular expressions and for several length constraints.

The results are shown in Table I, where $\ell$ shows the length constraints, cardinality shows the number of sequences, nodes shows the number of the nodes in the ZBDDs, and time shows the time to generating the ZBDDs. As shown in Table I, within a feasible time and space, we can generate ZBDDs for regular expressions which have extremely large-scale sets of sequences, some of which consist of millions of words. This has never been practical in conventional representation. Our method requires a memory space proportional to the number of words. With a careful look at the time column, it is apparent that computing time for regular expressions is $O(\ell^2)$, where $\ell$ is the length constraint. This is in agreement with the fact that the closure operation shown in section 4 requires a computation time that is proportional to the third power of the length constraint.

Our method greatly accelerates the operation of regular expressions and enlarges the scale of applicability. It is especially effective when dealing with many sorts of variables, a feat that has been difficult with conventional methods.

VI. Conclusion

We have proposed an elegant way to represent regular expressions under length constraints using ZBDDs and
have shown efficient algorithms for manipulating those expressions. The experimental results show that we can implicitly manipulate regular expressions under length constraints with large-scale sets of sequences in a feasible time and space. An important feature is that our representation provides us with the canonical form of regular expressions under length constraints. As the regular expressions calculus is a basic model for manipulating finite state machines, our method is very useful in LSI CAD, especially in the formal verification of LSIs. Under length constraints \( \ell \), we observe all strings whose length are less than or equal to \( \ell \), and so we can confirm all behaviors of the finite state machine until the \( \ell \)-th step. Therefore we can verify sequential circuits. For example, we can check whether or not a microprocessor runs the same way as specified until the \( \ell \)-th step.

Our method verifies finite state machines until a certain \( \ell \) step, but cannot give the complete validation for infinite behavior. However, there are many cases where constraints that are long enough bring the same results as formal verification. In the future we will consider the relation between length constraints and the complexity of regular expressions. Moreover, we will try to speed up the manipulation of regular expressions and to manipulate them without length constraints.
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