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Abstract-- A heuristic algorithm for a given topology of a the maximum buffer size amtis the total number of sources/
multiple-source and multiple-sink bus to reduce the signal delay sjnks. The results show that averages of 7.2%, 20.7%, and
time is proposed. The algorithm minimizes the delay by inserting 29 go4 time delay improvement for 2.0, 0.5, and 0.3 micron
buffers into the candidate locations and sizing the buffers. Exper- technologies respectively
iments show up to 7.2%, 20.7%, and 29.6% improvement in delay The remainder of the paper is organized as follows. Section
for 2.0, 0.5, and 0.3 mi technologies, tively. . . . ) .
or an icron fechnologies, respectively Il describes the problem statement. Section Il gives the wire

|. INTRODUCTION and buffer delay models. The buffer insertion algorithm and its
time complexity are introduced in Section IV. The last two

~Inthe design of high-performance VLSI systems, bus@gctions present the experimental results and conclusions.
inherently exist in the chip. A multiple-source bus is used to

conserve routing area and number of terminals of functional [l. PROBLEM STATEMENT
blocks. However, the trade-off is a larger loading capacitance , i . .
and delay time. Therefore, reducing the signal delay time in a We first define the following symbols used through this
multiple-source and multiple-sink bus is an important practicglaper'
problem. pi: Theith terminal in a bus; a terminal may be a source, sink,
A conventional approach to reduce the delay between poth.
sources and sinks is sizing the source drivers. For a givennumber of terminals in the bus.
number of sources, engineers manually tune each driver's Si,?.edelay time from sourcieto sinkj without buffer insertion.
to reduce the delay times until the timing requirement ig;: actual arrival time from sourceto sink j with buffer
matched. insertion.
Many papers [1-6] concentrate on the analogous problef; number of candidate locations for buffer insertion.
transistor or gate sizing, in CMOS and digital circuits. They t'W,,,.c maximum buffer size allowed.
to find the best sizes of a given number of gates/transistors aﬁvg“n; minimum buffer size allowed; we 9é,,;, = 0 to denote
to reduce the propagation delay time with analytical or heuristig buffer inserted.
methods. Other researchers in [7-10] insert buffers into tb‘%i: buffer size assigned to buffer (source or sink)
wires to reduce the delay in single-source Steiner trgg ; wire resistance per unit length.
distribution. Ry: output resistance of a unit size buffer.
The multiple-source bus is complicated by its multi-sourcgw; wire capacitance per unit length.
and multi-sink characteristics. The best solution for a particul%; The input capacitance of a unit size buffer.
source and its sinks may result in another source not fuffilling,g): length of wire {,g).
its timing requirements. This paper is the first effort to redqub; intrinsic delay of an inverter.

multiple-source bus signal delay by buffer insertion. . . ,
Given a set oN candidate locations for buffer insertion A bus consists of terminals andN bus-wire segments. A

and timing requirements, our goal is to find a set of locations f'Minal may be a source or sink in different timing periods. In

buffers and their sizes to minimize delay. An exhaustive seargACl! timing period, there can be only one working source but
of all the combinations of location and sizes of the insertégUltiple sinks. Inthe same period, a subset of the wire segments

buffers is not feasible for industry applications. is used. . . . .

We adopt thex -optimal approach by Lin and Kernighan Fig. 1 shows an gxgmple Qf a S|x-term|_nal bus W|th 1'4 wire
[11, 12] to search for the buffer assignment. We observe tIMents and four timing periods. In the figure, ternppas
sizing of buffers belongs to the class of geometric programmifige SOUrce in periods 1 and 3. Termingjsand p, are the
problems. A heuristic iterative improvement method is used §?Urces in periods 2 and 4, respectively. Note that three sources,
insert buffers into the candidate locations and to tune the buffdy P2 @ndp4 are also sinks in the different timing periods. Each
size. Our algorithm takes the running time oNAY(In W), source has at least one sink. For instance, squrbas four

whereN is the number of candidate buffer locatipig, is SI"KS:P1. P3. Ps, andpe in the timing period 4. There are 3
source driversp(, po, andp,) and 14 possible buffer locations
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from sourcs to sinkj, we define the slack;: Given a bus with N possible buffer locations and required
Sj =t - & (1) arrival times {; of all source i to sink j pairs, identify the number
of buffers, buffer insertion locations, and the buffer sizgg, w
We define the slackgs of the bus as the minimal slask for each buffer u, to maximize the slagk®f the bus, with the

between all possible pair of souid® sinkj: constraint that 6< Wy, < Wi ax
SBus™ r(njl)n ) :(rjr;in G - &) 2) 1. DELAY MODEL

To optimize the system performance, our goal is to maximieDelay Between Active Components

the slacksg,sby buffer insertion and sizing. We choose the Elmore delay model [13] to estimate the

P1 P2 signal delay. Fig. 3 shows the delay model of a segrghot

Pa wire, wherey, is the length of wiref(g), andR,, andC,, are the
resistance and the capacitance per unit wire length,
respectively. The resistancg and capacitanagg of wire f,g)

P3 - ™ :
@ Nps Pe arergg = Ry ltg andcyg = Cy lrg, respectively.
Time interval Source Sinks g :Rwlfg
Period 1 P1 P3. Ps ¢ g
Period 2 P2 P4, Ps P
Period 3 P P2, P2, Ps 112 g _ Gy
=C,,|

Period 4 P4 P1, P3, Ps, Ps ; Cg =Cwlig ;

(b)

Fig. 1: An example of a bus with six terminals.

Fig. 2 shows a multiple-source bus with buffer insertion. For the delay from a bufferto the next active component,
There are buffers or bi-directional buffers on some segment¥¥§ftrace from the output of buffarto construct a treg, with
the bus. The direction of the signal flows are determined ®y2s the root, and its descendent buffers/sinks as the leaves.
arbitrators. We assume the wire widths in a bus is invariadhich branch off, corresponds to a wire segment and each
while the wire width of the control signals can be sized tgternal node corresponds to a junction. For eactv)éaé path
match the timing requirements. Note that this is a distributétV) from rootu tovis unique. Based on the distributed RC tree
control system. For each source, the control signal is gener&gi@ie Elmore delay model, the wire delay time frotov, d,,,
from the same block. The control signal triggers arbitratdt@n be denoted by

which in turn sets the direction of the bi-directional buffers. d_ = ; 1o o7 3)
() Dpzath(u v fg% fg O g%

Fig. 3: Delay model of a bus wire.

wherec(T,) is the lumped capacitance of the sub-tree rooted at
the nodeg. The capacitance(Ty) can be partitioned into two
terms, ¢,(Ty) the capacitance contributed by wires a(dg)

the capacitance contributed by the buffers and sinks, calculated
by the following formula:

Bi-directional buffers

2B A(T9) =Ty +G(Ty @
Control 9 9 g
-H wherecy(Tg) = > (Cgh* Cu(Th), )
Control signal’s buffer oo . . .
S andc(Tg) = Cy Wpg if g is a buffer or sink,
Uni-directional) Buff
(Uni-directional) Buffers = hDDZ%TgS CI(Th) otherwise (6)

Fig. 2: A multiple-source bus with buffer insertion.

o ] whereD(Tg) is the set of children of nodg
For the distributed control bus system (Fig. 2) we adopt

the following assumptions: We definer s as the resistance of the common portion of
) i , i i the path between pathi,Y) and path ,s). The delayd,, in
(1) The potential buffer insertion locations are given. equation (3) can be formulated as a function of bufferwize
(2) All the wire widths in a bus are homogeneous. at the leaves.
(3) The control signals arrive earlier than the data and meet the 1
. ; d . = r e, +c O O+ lT
minimum setup time. W) Dgath(u N ngHE fg wO gd 10 95%

In this paper, we concentrate on buffer insertion and 1
. ' . : = r e, +c Or 0=+ roCw
sizing. The general problem of bus buffer insertion can be (1, g) Dpzath(u Y fg% fg “wi 9$ s %Tug uvs“bps
stated as below:



= Doyt FuySpW (7) With buffer insertion, the propagation delay based on the
SO %LS bs equation (9) from the sourcéo the sink can be expressed as:
where§(T,) is the set of leaves ifj,, and - d
1 aij (u v)ZIZI B, UV
D = > r e, +c OT 8) ' ij
0 (1) 0 faencu o 10 2 ™ “ual < RC
= > BKO _luv, b7b ED wb+Cb ZD r ng
B. Bus Delay Model (L) OBy Oouv w oW, sOsgr g s sosgro uvs bsg
(11)

A CMOS inverter can be a buffer where the output signal
is the inverse of the input signal. For simplicity, two cascaded IV. BUS BUFFER INSERTION ALGORITHM
inverters, named the rear and the front inverters, are considered
to be a buffer and inserted into a bus wire to maintain the sigialOverview
polarity. For a bi-directional bus, we place two buffers in
opposite directions and connect them together. Data can OB|
pass in one direction within any timing period. This is achieve
by using a tri-state inverter for the front inverter controlled bg}
the control signal. Obj: maxsg s (12)

Fig. 4shows the symbol and the equivalent delay model f
a buffer, wher®y, Ry, andC,, represent the intrinsic delay, the . -\
output driving resistance, and the input loading capacitance(cl)fL)'

In the problem of bus buffer insertion, we attempt to insert
ffers to maximize the slacg,s We can formulate the
roblem in a nonlinear programing expression:

%rubject to the constraints derived from equations (1), (2), and

K R, .C
a unit size inverter1X), respectively. For a sized inverter s BKO 4_tuv, b7b W+ Cp r wbE
(WX), the gate width increases by a factorvofthe output (¥ 08;3 ™" You  “busD %Tu% ° Psm %Tum el
driving resistance ifR4w, the input loading capacitance is *Sgus<ljj (13)
Cypw; the intrinsic delayDy, is assumed to be a constant .
int()jependent ofi. Yoo wheret; > 0, 1<i,] <n, and 0< Wiy, Whs < Winax

Note that the coefficientsy,,, Kiuw Ro Cp, @andry,sin the
_ rear inverter front inverter left term of (13) are all nonnegative. The expressions are
nput | > ; output posynomial (positive polynomial). Let us set a variabke In
S1zeWe seeth w, for each buffer or sink. Posynomial can be transferred by
(@ an exponential transformation into convex functions. Thus,

given the buffer placement, the sizing of the buffer is classified

control signal

input [ Dy output . . .
Do | P as a geometric programming problem [14]. Equation (13) can
c Rofwp L o Rdwy .
I b W2 I b Wi be rewritten as
= b)) = Obj:  maxsgyg
Fig. 4: (a) A buffer model and (b) the equivalent delay model. Subject to
) ) ) | -2, -2, Zg ZSD
With considering the buffar, the delayd’,, from bufferu S HowtKiw® *RC,E e’+Cy v O
.. (u,v) OB, g so§itd so&§T0 0
to buffervis: ij ugd udl
-1 -1
R R Bij +sBusDij =1 (14)
- P Or O4q = _b O m o .
&= Db+wbu °aTugt duv™ Db+Wbu Fwbug GE e duv The second derivatives of the second, third, and fourth
R terms in equation (14) with respectzgpandz; are positive. As
=D +—2 Ep or 0+ 5 Cw H+d a consequence, the equation (14) is a convex functian of
b W, DWD ud sOsoro b b% uv . . . . .
bu gl This convexity allows us to associate a stationary point
10 0 uniquely with a minimum. Because the unique properties of
=D, +— pR.c, Hr 0 R C D C ; ; iz ati
b Fotwo UD+SDSEELE bCb"bs]* Ouv+SDSEETuErUVS b"bs  make it so suitable for optimization, we call a natural

variable. Sinceg; is a monotonic function of yy a stationary
Kiov RoCh int with toz is. of | . int with
K. o+ + S w.+C. y r point with toz is, of course, also a stationary point with respect

W,
Ouv: wy,  Whysosgng PS Psogyg Uve bs ©) to wy,;. This unique property af will make any locally optimal
solution of (14) also globally optimal.
whereKg,y = Dy + Dgyy andk; .= Ry Cw%TuB _ (10) The second, third, and fourth terms in equation (13) are

proportional to the buffer sizg,g at the root of each trdg but

Given the sourceand the sink, let (3;, by, by,...,bs, p;) be  inversely proportional to the buffer siag,, at the leaf, shown
the sequence of buffers along the pghif). We decompose in Fig. 5. In the figure, equation (14) is convex with respect to
the path g, p)) into a seB;; of buffer (source or sink) pairise.  In wy,;. Fig. 6shows the outline of the combination of a set of
Bij = {(pi, by), (b, by),..., (bs, P)}- equations (14). The solution space is convex.



is observed.

Delay time Lin and Kernighan define the solution to be aptimat
A-optimal: A solution is\ eptimal if and only if the
perturbation of any buffers on the buffer location does not

improve the current solution.

1\ Delay timea [In wyg + 1/(Inwy, )]

To reduce the complexity of the operation, wexset to be
one. For each buffer placement, we optimize the buffer sizes.

______ Delay timea 1/(In wp,) Therefore, the proposed buffer placement derivesgtitnal
——— o3 In Wi X
_ o _ solution
Fig. 5: Curve variation of the delay time The detailed procedure for thbuffer placementis

described below:

Buffer_Placement {, X)

1 { Randomly place buffers intoN buffer locations;
SBus = -10ns
3  Repeat
4 { Fori=1ltox,i=i+1,;
5 { slack= 1C°ns
6
7

Solution space is a
convex function.

-

N

For=1to (N-¥),j=j+1;
{ Assign buffarto thej’th available buffer

N, location; _ .
8 slack1= Buffer_Size_Decisionx);
Fig. 6: The solution space of equation (14) is a convex. 9 Ifslackl< slack
10 {T =j; slack= slackl,;
Theorem 1: 11 }
The local optimal solution of obj (12) and constraints (14)2 } Assign buffdarto T buffer locations;
is also globally optimal. 13 }

. - . 14 until no improvement i is observed,;
We propose a simple heuristic method to improve the bijg ]:eturns‘e ): P fBus
usg:

buffer insertion iteratively. There are three levels of operatio }
At the top level, we try fromt = 1 toN, to inserix buffers. The

best rhes']:"t IS r;selek;:ted. kl)n éhe selcond Ievel,ffo;aal:?(}/fave Initially, thex buffers are randomly placed intbcandidate
s;:agc or ItVeB ESt uhet: f[faatlzeme_nt ot tkebuters h_Iocations. In each outer iteration (lines 3-14), we move each
(Su section IV. ): or each buiter location assignment, a t '[J(EJffer to its best location until no further move can improve the
level of sizing operation is called to find the best buffer SiZ€§ack. The inner iteration (lines 6-12) tries fKex available
such that the bus slasl,s is maximized (Subsection IV.C). buffer locations for a given buffer and returns the best move.

The first level of the algorithm fdius buffer insertiois stated g a1y the best result of the buffer placement is returned to the
as below: fist level.

Bus_Buffer_Insertion () C. Buffer Size Decision

1 { sgus=-10"ns . . . o
Forx = 1 toN, X = X+ 1; Instead of using geometric programming, to simplify the

g { cur_slack= Buffer_Placement (N ,X); im_plementation, we adopt a Gagss-SeideI iteratiqn ap_proach.
4 Saue Max Ggys CUT_slack: le_en a buffer place_ment, we adjust each buf_ferwgtﬁto_ its
5 } opUmgI value assuming the rest of the buffer sizes are f|>_<e_d. We
6} use binary search based on a slope comparison for sizing the
buffer sizew,, to get a maximum slack. The successive over-
relaxation [17] is used to accelerate the convergence of the
Gauss-Siedel iterations. Let,, be the optimal buffer size of
Wpw We have

B. Buffer Placement

We solve the bus-buffer placement problem according
the combinatorial optimization approach proposed by Lin and Wbuk+1 = wbuk+ a (Wbu*'Wbuk) (15)
Kernighan [12,15,16]. Given an initial assignmenx biffers
and a number 0 % <x, in each iteration, we selest  bufferswherek is the index of the iteration anadl  is the step size
and try the placement of these  buffers at all possible buffes > 1; experimentallyg = 1.2 ).
locations. The placement that maximizes the bus siggks

kept. The entire process repeats until no further improvem%(r;} The procedure obuffer size decisions described as

lows:



Buffer_Size_Decisionx) sizing without size limitation, we set the maximum buffer size

1{k=1; Whax 10 250X. For a wire segment with bi-directional

2  Repeat transmission, a bi-directional buffer is placed (if any) at the

3 { Fou=ltox,u=u+1 middle of the segment to balance the delay times contributed

4 {Wbu* = Opt_Buffer (u); by the segment. But for a wire segment with uni-directional

5 Why +1 - W+ O (Wbu*'Wbuk); transmission, a buffer is placed at the end of the segment on the

6 } side of the sources. We also assume that all the sources driving

7 k=k+ 1; capability can be adjusted but all the sinks have a fixed unit

8  }untilw,, converges; size loading.

9 return $g,,9; Since there are no standard benchmarks available, test
10} cases have been created and used to evaluate our algorithm.

Table | summarizes the data of the test cases. The bus is
For each buffer, we calculate the best buffer size wi#ssumed to reach the four edges of the chip core. The length of
binary search (line 4). And then overshooting the buffer sizBe critical path is measured along the path contributing the
(line 5) to accelerate the convergence. In practice, the frdafgest time delay. The number of locations is the sum of the
inverter should be sized before the rear inverter for fastepmber of the segments and sources. In all cases, the bus
convergence rate. Finally, the best results is returned to fologies are different and the required arrival times of all
second level, the buffer p|acement procedure_ sinks are set to be 90% of the delay of critical path without
buffer insertion. Case 1 has the simple source-sink pairs, Case
2 has the minimum die size, and Case 8 has more complicated
The bus buffer insertion algorithm consists of thre®us structure.
hierarchical levels, the outer loop (Subsection IV.A), buffer TABLE |
placement (Subsection IV.B), and buffer size decision THE DATA OF TESTCASES
(Subsection IV.C). In the outer loop, it takesNp({terations
since only one for-loop with<lx < N is called, wher& is the
number of buffer locations in a bus. In the procedure of the

D. Time Complexity

Example Core Size L Term Critical Source | Sink | Location

(Mmx m) Number | Path(JAm) [ Number | Number | Number
Case 1 | 10000 x 1400 3 1700( 2 5
1000( 9
1200( 10
1890( 17
1600( 16
2300( 18
2500( 17
2300d 26

. . Case 2 | 10000 x 500
buffer placement, the number of iterations depends on the= 5T 77000 x 1000

0
b
number ofx buffers, X x <N. Since two hierarchical for-loops Case 4 | 12900 x 700D
with the number of N-x) and x are involved, the time Case 5 | 12000 x 1000D
b
b
]

complexity of the buffer placement is @#%), whereN is the Case 6 | 17000 x 1500
Case 7| 18000 x 1500

Case 8 | 18000 x 1400

| N|o|o| g >

o o~ »|w|w|w
NIESEIES SRS ENIES

number of buffer locations ang (experimentallyc, < 4) is
the number of repeat-loops. In the procedure of the buffer size

decision, the for-loop takes RY and the subroutine of  Taples i, III, and IV show the results of both source driver
Opt_buffef) needs Qf In W,y since the binary search with gjzing and bus buffer insertion based on 2.0, 0.5, and 0.3
maximum  buffer size Wn,,, is adopted. Thus the time micron technologies, respectively; wher®elay' is the
complexity of the buffer size decision is &N In Wina),  maximum time delay from sources to sinkBsizes is the
wherec, (experimentally,c, < 5) is the number of repeat- symmation of all the inserted buffer sizes, aBgdtime is the
loops. _ _ running time measured by Pentium-60MHz. From the tables,
~In summary, the time complexity of the bus buffefhe “Delay’ based on the buffer insertion approach is always
insertion algorithm based on the combination of threRss than that of the source driver sizing, but takes more buffer
hierarchical levels will be @N*In Wi,a,). sizes. From the experiments, the average improvement in delay
(Delay savind is 7.2% for 2.0 micron technology, but 20.7%
and 29.6% for 0.5 and 0.3 micron technologies, respectively at
The algorithm of bus-buffer insertion has beerhe expense of larger total buffer area.

=
[

V. EXPERIMENTAL RESULTS

implemented in C language and runs on a PC-Pentium (60 TABLE Il

Mhz) under MS-DOS 6.2. We adopt the CMOS technologies ResuLTs oFBOTH DRIVER SZING AND BUFFERINSERTION FOR 2.04M
based on 2.0, 0.5, and 0.3 micron design rules [18]. For 0.5 . Driver Sizing Buffer Insertion Delay
micron technology, the input capacitance and output resistance>@mP/§ Delay| Bsizes| Cputife Dela)  Bsizhs Cpugmz?Ving

of a unit size buffer ar&C,=1.725fF andR,=3170 Ohm, R L S S — —
respectively. We suppose that the intrinsic delay is kept™casez| 3579rs 39 1s 3561ns 4 16s 05%
constant 230ps for any buffer sizes. For 0.3 micron technology, Case3| 4.448rs 55 1s 4141ns  6¢ has 6.9%
the input capacitance and output resistance of a unit size bufferCase 4| 4411ns 43 }s 4327ns 5 3p9s 19%
are Cy=0.621fF andR,=3170 Ohm respectively, and the _C25¢5] 54801s 48 hs 5013ns 7 335 8a%
Lo . . Case 6| 7.926 ds 7 8§s 6.885ns 126 778s 13.1%
intrinsic delay is kept constant 150ps for any buffer sizes. In—= 5335 s 69 T35 6389 ms 18 18535 12.4%
addition, the wire resistance is 0.05 Ohm per square area antcase 8| 8.8201s 9 8ds 7.060ns 206  3796s 9.8%
the wire capacitance is 0.1fF per micron. To represent a bufferaverageg - | - - - - - 7.2%




TABLE Ill Besides delay reduction, buffer insertion can remedy noise
RESuULTS oFBOTH DRIVER SiZING AND BUFFERINSERTION FOR 0.51M and cross talk problems. Bus buffer may restore the signal

. Driver Sizing Buffer Insertion Delay before the noise corrupts the data. The inverting buffer can be
Xampl H . .
P Delay | Bsizes| Cputinfe Dela BS$ Cpumeving used to change the phase of signals and thus reducing cross talk.

“Case 1] 210015 152 TS Lo/dns 257 3s 12.4% Future work includes area limitation and power consumption.

Case 2| 1.751 ds 143 1s 1.693ns 155 B6s 3.3%

Case 3| 25601 200 Is 2142ns 333 190s 16.3% REFERENCES

Case4| 2.484rs 103 }s 2.03§ns 263 gr3s 18'1? [1] J. P. Fishburn and A. E. Dunlop, “TILOS: a posynomial programming

Case5| 3.2981)s 117 }s 266qns 349 glas 19'25’ approach to transistor sizingEEE International Conference on Com-

Case 6| 4.866 ds 179 s 3.596ns 515 1273s 26.1% puter-Aided Desigrpp. 326-328, 1985.

Case 7| 5.150rs 232 3s 3.48ns 597 2435s 32.3% Y . . . o -

Caso Bl 5088 185 Ths 3851ns 56 107535 35.5% [2] P. K. Chan, “Algorithm for library-specific sizing of combinational logic,
Averagd - - - - - - 20.7% Proc. of 27th ACM/IEEE Design Automation Conferempge, 353-356,

. 1990.
[3] M. R. C. M. Berkelaar and J. A. G. Jess, “Gate sizing in MOS digital circuits
TABLE IV

with linear programming,Proc. of European Design Automation Confer-
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