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Abstract

Power dissipation in technology mapped circuits can be reduced by performing gate re-sizing. Recently we have proposed a symbolic procedure which exploits the compactness of the ADD data structure to accurately calculate the arrival times at each node of the circuit for any primary input vector. In this paper we extend our timing analysis tool to the symbolic calculation of required times and slacks, and we use this information to identify gates of the circuit that can be re-sized. The nice feature of our approach is that it takes into account the presence of false paths naturally. As shown by the experimental results, circuits re-synthesized with the technique we present in this paper are guaranteed to be at least as fast as the original implementations, but smaller and substantially less power-consuming.

1 Introduction

As the density, size, and complexity of VLSI chips continue to increase, the difficulty in providing adequate cooling might either add significant cost or limit the functionality of the computing systems which make use of these integrated circuits.

Power dissipation in CMOS devices can be reduced by means of precise architectural choices [1] and accurate selection of technology mapping algorithms [2, 3, 4]. However, even after these design decisions have been made, power consumption can be further reduced by gate re-sizing. This technique consists of replacing some gates of the circuit with devices in the gate library having smaller area and, therefore, smaller capacitive load. Given that the power dissipated by a gate is directly proportional to its load, reducing that load leads to a reduction of the power dissipated by the circuit as well as a reduction of the chip area. Smaller gates are also slower; therefore, in order to preserve the timing behavior of the circuit, not all gates can be re-sized; only the ones that do not belong to a critical path can be slowed down. Clearly, the applicability of the gate re-sizing method to reduce the power dissipated by a circuit depends heavily on the accuracy provided by the timing analysis tool in detecting the false paths and calculating the true delay of the circuit being re-sized for low-power.

Gate re-sizing is very effective when detailed timing information is available to identify non-critical gates of the circuit. In [5] we proposed a symbolic procedure based on Algebraic Decision Diagrams (ADDs) [6] to accurately calculate the arrival time at the output of each gate for any primary input vector. In this paper we extend the capability of the timing analysis tool to the symbolic calculation of required times and slacks, and we use this information to determine by how much gates can be re-sized without changing the original speed of the circuit. Our ADD-based re-synthesis tool handles circuits with false paths in the same way it treats circuits which are false path free.

2 Background

2.1 Terminology and Notation

A combinational circuit is a directed acyclic graph composed of gates and connections between gates. If the output of a gate, $g_i$, is connected to an input of a gate, $g_j$, then $g_i$ is a fanin of $g_j$. Gate $g_j$ is a fanout of gate $g_i$. A controlling value at a gate input determines the value at the output of the gate independent of the other inputs. We adopt the timing model delay model, according to which the state of a node is unknown until it is set by the current vector. Each connection, $c$, has two delays, $d_r(c)$, rise delay, and $d_f(c)$, fall delay, associated with it. The delay function of $c$ from gate $h$ to gate $g$, $d(h, x)$, is defined as $d_i(c)$ if $g$ carries a $1$ when input vector $x$ is applied to the primary inputs of the circuit. Otherwise, $d_h(c, x) = d_f(c)$. If all fanin connections of $g$ have the same values of $d_r(c)$ and $d_f(c)$, we define the delay function of $g$ as $d_g(x) = d(c, x)$, where $c$ is any fanin connection of $g$. The arrival time, $R_T(g, x)$, is the time at which the output of $g$ settles to its final value if input vector $x$ is applied at time 0; the required time, $R_T(g, x)$, is the time at which the output of $g$ is required to be stable when input vector $x$ is applied; the slack, $S_T(g, x)$, of a gate $g$ is the difference between its required time and its arrival time, i.e., $S_T(g, x) = R_T(g, x) - R_T(g, x)$. The true delay of a gate $g$ is its maximum arrival time: $\max_S\{T_R(g, x)\}$. The true delay of a circuit is the largest true delay of a primary output. A path in a combinational circuit is an alternating sequence of gates and connections, where connection $c$, $0 \leq n$, connects the output of gate $g_i$ to the input of gate $g_{i+1}$. The length of a path, $P = (g_0, c_0, \ldots, c_{n-1}, g_n)$, is defined as $d(P, x) = \sum_{i=1}^{n} d(c_i, x)$. The topological delay of a combinational circuit is the length of its longest path. Under a simplified delay model, a path $P = (g_0, c_0, \ldots, c_{n-1}, g_n)$ is said to be sensitizable if an input vector $x$ is applied at time 0 or $1 \rightarrow 0$ transition at gate $g_0$ can propagate along the entire path $P$ to gate $g_n$. The critical path of a circuit is the longest sensitizable path under a simplified delay model; if a path is not sensitizable, then it is a false path. In the presence of false paths, the topological delay may exceed the true delay.

2.2 Power Estimation

Under a simplified model of energy dissipated by CMOS devices, the power consumption of a CMOS gate is directly related to its switching activity factor [8]. In constructing our power dissipation model we assume that the only capacitance in a CMOS gate is the output capacitance, that the current flows through some path either from the power supply to the output capacitor, or from the output capacitor to the ground, and that any change in the output voltage of a gate is either a change from $V_{dd}$ to $0V$ or vice versa. The energy dissipated by a CMOS gate each time its output switches equals the change in the energy stored in the capacitor associated with its output. If the gate is part of a synchronous circuit driven by a global clock, the average power dissipated by the gate is $P_{avg} = \frac{1}{2} \cdot C_{load} \cdot \frac{V^2}{L} \cdot E\{\text{transitions}\}$.
where $C_{\text{load}}$ is the capacitance of the output load, $V_{dd}$ is the supply voltage, $T_C$ is the global clock period, and $E(\text{transitions})$ is the switching activity factor of the output of the gate. All the parameters of the equation above can be determined from technology or circuit layout information, except $E(\text{transitions})$, which depends on both the function implemented by the gate and the probability distribution of the primary inputs. The method we use for power estimation is the one proposed in [9], which assumes the transition probabilities of the primary inputs to be given, and calculates the switching activity factor of each gate output using symbolic simulation.

2.3 ADD-Based Timing Analysis

In Section 2.1, we have defined the arrival time of a gate as a function of the primary inputs. Despite its obvious advantages, this definition has not been used so far, because it was impractical to manipulate the very large functions that occur for meaningful numbers of inputs. Instead, in static timing analysis, the arrival time would be described by the maximum arrival time for all inputs that cause the gate output to be 1, and by the maximum arrival time for all inputs that cause the gate output to be 0. Though the computation of these summary values is simple and inexpensive, ignoring the dependence on the inputs may provide the designer with inaccurate timing information. In fact, for circuits with false paths, static timing analysis may yield overly pessimistic results. Fortunately, Algebraic Decision Diagrams can be used to compactly represent real functions from $\{0,1\}^n$ for large values of $n$; this capability allows us to store more detailed timing information about a circuit than was previously feasible. It also allows us to take into account don’t care conditions in a very natural way. It is sufficient to consider the restrictions of the various functions to the set of care input vectors. Given a gate $g$ of the network and a primary input vector $x$, the arrival time at its output line, $AT[g, x]$, is evaluated in terms of the arrival times of its inputs, and the delays of its fanin connections, $d[c_j, x]$. Let $c_j$ be the connection to pin $j$ of gate $g$. If at least one fanin $c_j$ of $g$ has a controlling value for input $x \in X$, where $X$ is the set of all possible care input vectors,

$$AT[g, x] = \min\{AT[c_j, x] + d[c_j, x] \mid c_j = \text{controlling}\}.$$

If all fanins of $g$ have non-controlling values,

$$AT[g, x] = \max\{AT[c_j, x] + d[c_j, x] \}.$$

Finally, if $x \notin X$, $AT[g, x] = -\infty$.

The ADD-based timing analysis algorithm of [5] computes, for each gate of the circuit, the arrival time at its output for all input vectors, and stores it as an ADD; it uses a recursive procedure, which explores simultaneously the functional BDD of each node of the network and the arrival time ADD of the fanin nodes computed at previous steps of the process.

3 Reducing Power by Gate Re-Sizing

3.1 Required Time Calculation

Given the required time for the output of a gate, computing the required times for its fanin connections is easy, if all input connections carry non-controlling values. Indeed, it is sufficient to subtract the appropriate connection delays from the output required time. However, this is no longer true when controlling input connections are present. First, the non-controlling inputs can arrive arbitrarily late. Second, controlling inputs can also arrive arbitrarily late, as long as at least one controlling value arrives early enough to guarantee the required time. Clearly, unlike the arrival times, the required times are not uniquely determined by the circuit.

One way to systematically make required times consistent is to assign a priority to the fanin connections of a gate. Whenever more than one connection carries a controlling value, the one with the lowest priority is chosen as the designated connection. The others are then given unlimited freedom, that is, infinite required time. If the designated connection is chosen carelessly, it is possible, in the presence of false paths, for the required time of the designated connection to be earlier than its arrival time. It is a simple matter, however, to prevent that from occurring, provided the required times of the primary outputs are greater than or equal to their respective arrival times. It can be proved, under these assumptions, that one designated connection that has a required time greater than its arrival time always exists. If the choice of the designated connection is made accordingly, the required times will be compatible, in the sense that every gate in the circuit can be slowed down until it meets its required times exactly, without changing the true delay of the circuit. If the required time of a signal is infinite for all $x \in X$, then the signal is redundant; the converse is not true. Let $E = \{e_j\}$ be the set of fanin connections for gate $g$, and $C[x] \subseteq E$ be the set of fanin connections to $g$ that carry controlling values for input $x \in X$. If, for a given $x \in X$, all inputs to $g$ are non-controlling, that is, $C[x] = \emptyset$, then

$$RT[e_j, x] = RT[g, x] - d[e_j, x], \quad \forall e_j \in E.$$

If some inputs to $g$ are controlling, let $c_j \in C[x]$ be the designated connection, that is a connection such that $AT[c_j, x] \leq RT[g, x] - d[c_j, x]$. Then:

$$RT[c_j, x] = RT[g, x] - d[c_j, x] \quad \text{and} \quad RT[e_j, x] = +\infty, \quad \forall e_j \in E, e_j \neq c_j.$$

If $x \notin X$, $RT[e_j, x] = +\infty$. Let $F = \{f_j\}$ be the set of fanout connections for gate $g$. Then:

$$RT[g, x] = \min\{RT[f_j, x] \}, \quad \forall f_j \in F.$$

The required times are computed in post-order, while performing a depth-first search of the circuit from the primary inputs. A node is not processed until all gates in its fanout have been processed.

3.2 Slack Calculation

Once the arrival and required time calculation is complete, we compute the slack for each gate, $g$, which is given by:

$$ST[c_j, x] = RT[c_j, x] - AT[g, x].$$

Let $F = \{f_j\}$ be the set of fanout connections for $g$. Then:

$$ST[g, x] = \min\{ST[f_j, x] \} - AT[g, x], \quad \forall f_j \in F.$$

Previous methods for slack computation take $\max\{RT[g, x]\}$ as the slack of $g$. Let $I_{AT}[g]$ be the set of input vectors that give an arrival time equal to $\max\{AT[g, x]\}$, and $I_{RT}[g]$ the set of input vectors that give a required time of $\min\{RT[g, x]\}$. If $I_{AT}[g] \cap I_{RT}[g] = \emptyset$ then this method will underestimate the slack of gate $g$. With ADDs we take the term-by-term difference of $RT$ and $AT$ ADDs to get a true calculation of the slack on the gate for every set of input values.

3.3 Gate Re-Sizing Algorithm

The gate re-sizing algorithm is combined with the required time and slack calculation. In fact, as it will be illustrated in Section 3.4, separately executing required time/slack calculation and gate re-sizing may lead to circuits which violate the original timing constraints when such circuits contain false paths.
The amount a gate may be slowed down for both rise and fall values is given by:

\[
\text{slack}(g)|_{\text{rise}} = \min_{x} \{ \text{RT}(g, x) \}, \forall x \in X, f(g, x) = 1,
\]
\[
\text{slack}(g)|_{\text{fall}} = \min_{x} \{ \text{RT}(g, x) \}, \forall x \in X, f(g, x) = 0.
\]

If a gate has a non-zero slack, we try to re-size the gate with a functionally equivalent gate from the library which has a larger gate delay. Once the gate is re-sized, the required time for this node will not change, as stated by the following theorem:

**Theorem 3.1** Given gates \( g_i \) and \( g_j \), where \( g_i \) is the fanin of \( g_j \) via \( c_{ij} \), if the connection delay on \( g_i \) increases by no more than its slack, then the same selection of designated inputs remains possible and yields the same required times.

If the gate is re-sized, the new gate delay information is updated and the required time and slack for its fanin gates are computed using this new delay information. If after re-sizing there still remains some residual slack on the gate, the computed slack for its fanin gates will "absorb" this extra slack. Since the delay of a gate is never increased by more than its available slack, our method guarantees we will never increase the delay of the critical path of the circuit. An example of a circuit with its ADD required time and slack construction is shown in Figure 1.

![Figure 1: A Circuit and its RT and ST ADDs.](image)

We start by computing the required time and slack for output gate \( G_4 \), and obtain \( \text{slack}(G_4) = 1 \). The gate is then re-sized so its delay, \( d_{G_4} \), is 2 nanoseconds. The required time and slack can now be computed for the fanin gates of gate \( G_4 \) using the new delay information of \( G_4 \). We proceed to compute the required time and slack of gate \( G_2 \) and find that its delay may be increased by 2 ns. Notice that if we did not consume all the available slack on gate \( G_4 \), then the slack available on gate \( G_2 \) would have been greater than 2 ns. The gate is then re-sized so its delay, \( d_{G_2} \), is 3 nanoseconds, and we can continue computing the required times and slack for its inputs \( a \) and \( b \). The required time and slack for gates \( G_3 \) and \( G_1 \) are computed in a similar fashion; however, in these two cases we see that there is no slack available; hence, the gates remain unaltered.

### 3.4 Why Gate Re-Sizing must be Interleaved with RT Calculation

In order for circuits with false paths to be re-sized correctly, it is essential that gate re-sizing be interleaved with the required time and slack calculation and not done as a post-processing step after all the required times and slacks have been computed for all gates. This post-processing step may be implemented by taking an incremental slack on each gate [extracted from the slack on the gate and the slack on its fanout gates], and using this value to re-size the gate. Let \( c_j \) be the fanout connection of gate \( g \) to gate \( g_j \). For a given \( x \in X \), the incremental slack on gate \( g \) with respect to \( c_j \) is given by:

\[
IS(c_{ij}, x) = ST(c_{ij}, x) - ST(g_j, x).
\]

Let \( F = \{ f_j \} \) be the set of fanout connection for \( g \). Then:

\[
IS(g, x) = \min \{ IS(f_j, x) \}, \forall f_j \in F.
\]

The rise and fall incremental slack for a gate can be computed in the same way as the slack given in Section 3.3. Now, consider the circuit of Figure 2, which contains a false path through \( (G_1, G_3, G_6, G_7, G_8, G_9) \).

![Figure 2: Sample Circuit Illustrating Error.](image)
4 Experimental Results

In Table 1 we report the results we have obtained on some of the MOC'91 benchmarks [7], which have been optimized for area with the SIS script: rugged. We also present data for an 8-bit carry-by-pass adder, and a 4-bit combinational multiplier. All the experiments were run within the SIS [9] environment on a DEC-Station 5000/200 with 80M of memory. Columns PI, PO, and Gates show the number of primary inputs, primary outputs, and gates of each circuit. Columns Init. Static and Init. ADD give the initial rise and fall delays of the circuit computed by the static timing analysis procedure of SIS and by the ADD-based timing analyzer of [5], respectively. Column Method indicates whether ADD-based or static timing analysis was used within the re-sizing procedure. Columns Final Static Delay and Final ADD Delay report circuit delays, after gate re-sizing, using static and ADD-based timing analysis, respectively. The required times were set to the corresponding initial arrival times, that is, the initial true delay for the ADD-based re-sizing procedure, and the initial static delay for the static re-sizing method. Finally, column Power Saved reports the percentage of power reduction obtained on each circuit.

The library we used for the experiments had NANDs, NORs, and inverters, each type of gate had 5 different size/drive options and up to 4 inputs. Power dissipation was obtained by using the actual loads of the mapped network. The switching activity factors were computed with the symbolic simulation method of [9] together with the final delays of the mapped network. Usually, after one pass of re-sizing through the circuit, additional re-sizing is still possible, due to the fact that when a gate is being processed, it does not have information on the new arrival and required times of any gate along its fanin paths that have yet to be resized. Therefore, repeated applications of the re-sizing procedure are necessary to get the best power results. Circuits were mapped with the SIS map -a 1-4F command. In general, the optimized circuits were smaller, but slower, than the original ones. In most cases the circuit contained false paths which were not apparent in the initial mapping; by observing the frequency at which this phenomenon occurs, we can claim that false paths are often a by-product of boolean optimization. Clearly, the false paths may be removed by using the methods of [11]; however, this may cause the addition of extra gates, and therefore, it may increase power dissipation of the circuit.

The effectiveness of the ADD-based method is shown by the results of the table. In fact, in some cases, without using ADD timing analysis, power savings are quite small, while they are significantly higher if ADDs are used. Notice that false paths may not even be apparent from the initial mapped circuit, but with ADD analysis, we can still identify them and re-size gates along non-critical paths more effectively with this information.

5 Conclusions

We have presented a technique to reduce power consumption of combinational circuits which have already been mapped. The re-synthesis procedure we have proposed alternates timing analysis operations with gate re-sizing. Consequently, it is able to handle circuits with and without false paths exactly in the same way. We have compared the power saving results obtained on circuits containing false paths using both static timing analysis and ADD-based timing analysis. As expected, circuits re-sized using our ADD-based tool are much better in terms of power savings than the ones re-sized using static timing analysis.
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