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Abstract

Previous procedures for synthesis of testable logic guarantee that all faults in the synthesized circuits are detectable. However, the detectability of many faults in these circuits can be very low leading to poor random pattern testability. A new procedure to perform logic synthesis that synthesizes random pattern testable multilevel circuits is proposed. Experimental results show that the circuits synthesized by the proposed procedure are significantly more random pattern testable and smaller than those synthesized using its counterpart fast-extract (fx) in SIS. The proposed synthesis procedure designs circuits that require only simple random pattern generators in built-in self-test, thereby obviating the need for complex BIST circuitry.

1 Introduction

Built-in self-test (BIST) provides a framework to reduce the effort otherwise required to generate extensive test sets for large circuits. It also reduces/eliminates the need for sophisticated test equipments. However, extra hardware test pattern generators (TPGs) are needed and some performance penalty is sustained for implementing BIST. Typically linear feedback shift registers (LFSRs) or cellular automata (CA) are used as pseudo-random TPGs.

Increasingly, logic blocks in commercial circuits are synthesized using logic synthesis tools. The traditional objectives of logic synthesis procedures are minimization of circuit area and delay. Due to the importance of testing, testability is being considered during logic synthesis as well. The definition of testability used by most testable logic synthesis procedures is that all faults of interest (e.g., all single stuck-at faults) are testable.

Unfortunately, while all faults in the circuits designed by these procedures are detectable, many faults in the resulting circuits have few tests. Therefore, very long pseudo-random sequences are required to achieve desired fault coverage in BIST. Hence, to achieve high fault coverage, in reasonable test time, complex BIST TPG designs are needed thereby increasing the area and performance overheads. The objective of the proposed research is to enhance the notion of testability to random pattern testability. A synthesis procedure that ensures not only all single stuck-at faults in the synthesized circuit are detectable, but also random pattern testable, is proposed. If BIST is used, then circuits implemented by the proposed synthesis procedure will require only simple BIST TPGs. Even for external

Figure 1: ALU74181 random pattern fault coverages. Testing, high random pattern testability of faults decreases ATPG effort and test set size.

2 Background

Motivation: It was observed that synthesized circuits required much longer random test sequences to achieve high fault coverage [9]. For example, the truth table of ALU 74181 (from the TTL handbook) was input to the testable synthesis procedure (fx [14] in SIS [6]) and synthesized version of the circuit was obtained. Figure 1 shows random pattern fault coverage as a function of test length for ALU 74181 (manual-design) and its automatically synthesized counterpart (fx). This and other similar results [6] indicate that circuits synthesized by typical synthesis procedures are not random pattern testable. Existence of random pattern testable implementations of the same Boolean functions shows that the presence of random pattern resistant faults is not due to the nature of the functions, but is a consequence of the structure of circuits generated by the synthesis procedure.

Review: Early research in area of testable logic design concentrated on the identification and elimination of redundancies from combinational circuits [3, 4]. It has been shown that all single stuck-at faults in any prime and irredundant two level realization of a circuit are fully testable. Procedure for synthesis of circuits in which all single and multiple stuck-at faults are testable has been reported in [7]. In recent years, testability preserving logic synthesis transformations have been studied. It is shown in [10] that algebraic transformations preserve testability of multiple stuck-at faults. Hence, if all multiple stuck-at faults in a given circuit are testable, then all multiple stuck-at faults in a circuit obtained by application of algebraic transformations to the circuit are also testable. It has been demonstrated in [11, 12] that careful assignment of don’t cares of functions can improve random pattern testability of the circuit. In [14], a logic synthesis procedure based on concurrent extraction of single and double cube divisors and their complements has
been presented. The procedure has been proven to preserve the testability of single stuck-at faults. (This procedure is available as fast_extract (fx) within SIS.) Finally, a logic synthesis procedure to reduce deterministic test length has been presented in [8].

The objective of this research is to develop a logic synthesis procedure that enhances random pattern testability of the circuit while preserving testability of single stuck-at faults. An approach similar to ours (using algebraic transformations) has been independently developed [17].

Definitions and Notations: In the following, some definitions are presented. The reader is referred to [6, 14] for the formal definitions.

A literal is either an input or intermediate variable $z_i$ or its compliment $\overline{z_i}$. A cube is a product (AND) of one or more literals. Each variable appears at most once in a cube either in complemented or uncomplemented form. An expression is a sum (OR) of one or more cubes. An expression $E$ is said to be cube-free if the only cube that can divide $E$ is 1. An expression $g$ is called an algebraic divisor of expression $f$ if $f = gq + r$ where $q$ and $r$ are expressions and $q \neq 0$. If divisor $g$ is a single cube, then $g$ is called a single-cube divisor. If divisor $g$ is a sum of two cubes, then $g$ is said to be a double-cube divisor. Subsets of double-cube divisors are represented by $D_{x,y,s}$, where $x(y \leq y)$ is the number of literals in the first cube, $y$ is the number of literals in the second cube and $s$ is the total number of distinct variables that appear in the double cube. Subsets of single-cube divisors are denoted by $S_k$, where $k$ is the number of literals in the single-cube divisor.

Detectability Profile: Random pattern testability is difficult to quantify in a manner that can be incorporated into logic synthesis procedures. However, the detectability profile can be used to guide logic synthesis. Detectability profile has been used to estimate random pattern test sequence length required to attain desired fault coverage for a given circuit [2, 13, 15, 18].

Given an n-input circuit, the number of tests for any fault in the circuit can vary between 0 (undetectable) and $2^n$. Let $h_k$ be the number of faults in a circuit which have exactly $k$ tests. Then $H = \{h_0, h_1, \ldots, h_{2^n}\}$ is called the detectability profile of the circuit. In the following, some simple empirical observations [13, 15, 18] will be presented. They are needed because complex relationship between the detectability profile and random test sequence length can not be easily used to direct the logic synthesis.

1. The faults with fewest tests ($k_{\text{min}}$) are the hardest to detect. Empirically, the faults with $k_{\text{min}}, k_{\text{min}}+1, \ldots, 2^n \times k_{\text{min}}$ tests (called hard-to-detect faults) require long pseudorandom test sequences for their detection. Hence, logic synthesis procedure should improve the detectability of these faults.
2. Among the hard to detect faults, the lower the number of tests for a given fault, the higher is its impact on the random pattern test length. Hence, maximization of $k_{\text{min}}$ is desirable.
3. If $k_{\text{min}}$ cannot be increased, then $h_{k_{\text{min}}}$ should be minimized. If that cannot be achieved, then $h_{k_{\text{min}}+1}$ should be minimized, and so on.

These observations are used in the following to define a cost function that directs the proposed synthesis procedure.

3 Proposed Synthesis Procedure

Multilevel logic synthesis procedure can be described using three steps. First, a set of possible divisors is computed. Next, a cost which reflects the merit of selecting the given divisor for extraction is assigned to each divisor. Third, the candidate with the lowest cost is extracted. After each extraction (in some cases after a number of extractions), the set of possible divisors and their costs are recomputed and the procedure is repeated.

The above describes the basic outline of the proposed procedure as well. The candidates are single cube divisors with two literals and double cube divisors used in $fx$ [14]. This decision was based on three main considerations. Firstly, a procedure based on these candidates is guaranteed to preserve testability of all single stuck-at faults [14]. This guarantees that the proposed procedure synthesizes circuits with no undetectable single stuck-at faults, provided all single stuck-at faults in the input circuits are testable.

Secondly, as shall be seen in the following, the simplicity of these candidates allows comprehensive analysis of the impact of extraction of each divisor on the detectabilities of various faults in the modified circuit. Lastly, the number of candidates (objects of size two) is always in polynomial domain. Also great cost reduction, in terms of the number of literals, have been obtained by their use in traditional logic synthesis.

However, since the objective of the proposed algorithm is to generate logic that is random pattern testable, the cost assignment to the various single and double cubes is different from the cost that is used in $fx$ (number of literals saved). In this section, we will concentrate on the description of cost that reflects improvement in random pattern testability resulting from the extraction of each single/double cube divisor.

Hard to Detect Faults: Based on the empirical observations discussed earlier, only the impact of various extractions on the hard to detect faults will be considered. Hence, if the extraction of a particular divisor only improves the detectabilities of faults that already have many tests, then the divisor is assigned a lower cost.

Let $k_{\text{min}}$ be the number of tests for the stuck-at fault with the fewest test vectors. Let $k_2 > k_{\text{min}}$ be such that $h_{k_2} \neq 0$ and $h_{k_{\text{min}}+1} = \ldots = h_{k_2-1} = 0$. In this work, all faults that have $h_{k_{\text{min}}}, k_2, \ldots, k_{\text{min}}$ tests are classified as hard-to-detect faults (HTDF) where $k_2 = \text{const} \times (k_{\text{min}} - k_{\text{min}})$.

Impact of Extraction on Detectabilities: Any extraction changes the structure of the circuit. A change in the structure of the circuit changes the test sets for various faults. Also, some lines in the circuit are eliminated while new lines are created. To compute the cost of a single or double cube divisor, it is essential to understand the exact impact of the extraction on the detectabilities of the (hard to detect) faults. In the following, the impact of single cube extraction on
testability of various faults will be discussed to illustrate the computation of the cost.

Consider the subcircuit shown in Figure 2 (a). Let \( ab \) be the single cube divisor being considered for extraction. \( A_i \) \((1 \leq i \leq l)\) are cubes of primary inputs and/or intermediate variables. Let \( T(x_0^i) \) denote the test set for the fault line \( x \) stuck-at-\( s \), where \( s \in \{0,1\} \). Figure 2 (b) shows the subcircuit after the extraction of the cube \( ab \). The cube extraction eliminates lines \( a_1, a_2, \ldots, a_l \) and \( b_1, b_2, \ldots, b_l \). Instead, \( a \) and \( b \) are inputs to the AND gate implementing the extracted cube \( x^i = ab \). The output \( x^i \) fans out \( x_1, x_2, \ldots, x_l \) to the AND gates (which now have one less input than in the original circuit).

Consider the test sets of the faults in the circuit shown in Figure 2 (b). They can be expressed in terms of the test sets for the faults in the original circuit (Figure 2 (a)) as:

\[
T(x_0^i) = T(a_0^i) = 1^i, \forall 0 \leq i \leq l.
\]

The concepts of fault equivalence and dominance [1] have been used to derive all these results which are stated here without proof (see [9] for details). Hence, the detectability of the stuck-at-0 faults on lines \( x^i \) is the same as the detectability of the stuck-at-0 faults on lines \( a^i, b^i \) in the original circuit, for all \( 0 \leq i \leq l \). On the other hand, the stuck-at-1 fault in the newly added lines \( x^i \) has a larger test set than either \( a^i \) or \( b^i \) as shown by following relations:

\[
T(x_1^i) \supseteq T(a_1^i), \forall 0 \leq i \leq l,
\]

and

\[
T(x_1^i) \supseteq T(b_1^i), \forall 0 \leq i \leq l.
\]

Hence the test set of \( x^i \) stuck-at-1 is given by

\[
T(x_1^i) \supseteq T(a_1^i) \cup T(b_1^i), \forall 0 \leq i \leq l.
\]

This implies that the stuck-at-1 faults at the newly created lines \( x^i \) \((0 \leq i \leq l)\) are easier to detect than stuck-at-0 faults on the lines \( a^i \) and \( b^i \) \((0 \leq i \leq l)\) in the original circuit. Furthermore, since \( T(a_1^i) \cap T(b_1^i) = \emptyset \), \( T(x_1^i) \supseteq T(a_1^i) + T(b_1^i) \) for all \( 0 \leq i \leq l \), the test sets of the remaining faults in this subcircuit do not change.

Let \( S_{\text{single-cube}}(c) \) denote the set of single-cube faults whose detectabilities change due to the extraction of single cube \( c = ab \). Note that \( a_0^i \) and \( b_0^i \) are replaced by \( x_0^i \) which has the same testability. However, two lines are replaced by one, thereby impacting the detectability profile. Also, \( a_1^i \) and \( b_1^i \) are replaced by \( x_1^i \) which is easier to detect. Hence, \( S_{\text{single-cube}}(c) = \{a_0^i, b_0^i\} \leq i \leq l, \quad s = 0, 1\} \) is the set of faults whose detectabilities are improved in one way or other by the extraction of single cube \( c \). The faults that should be considered for the evaluation of the cost of the single cube extraction are given by \( S_{\text{single-cube}}(c) \cap HTDF \). The cost associated with the extraction of single cube \( c \) is hence given by:

\[
\text{cost}(c) = \sum_{f \in S_{\text{single-cube}}(c) \cap HTDF} \text{weight}(f),
\]

where \( f \) is any single stuck-at fault and \( \text{weight}(f) = k_s - |T(f)| \).

Similarly cost functions for double-cube divisor in single output, multiple outputs, \( D_{2,3} \), and \( D_{3,2,3} \) can be computed [9].

The above describes the proposed procedure and the method to compute the costs for various single/double cube extractions. Computation (and recomputation) of single and double cube divisors can be carried out using the procedure used by \( f_x \). However, computation of \( T(f) \) at the beginning and its recomputation after each extraction needs new procedures.

**Computation of \( T(f) \):** The input to the proposed multilevel logic synthesis is a two-level fully testable AND-OR circuit. For two level circuits, \( T(f) \) can be computed for all faults using the procedure outlined in [9]. The procedure can be easily applied to most PLA benchmark circuits [5]. However, after each extraction, the circuit structure and the detectabilities of some faults change. Cost must be recomputed for various candidates (the set of candidates is also recomputed). Computation of exact \( |T(f)| \) values for faults in an arbitrary multilevel circuit is difficult. However, the values of \( |T(f)| \) can be recomputed approximately using the results shown above. Consider the case of single cube extraction. Equations 1 and 2 can be used to compute lower bounds on the values of \( |T(x_0^i)| \) and \( |T(x_1^i)| \) \((0 \leq i \leq l)\). Similar equations have been derived for other divisors and can be used to compute lower bounds on \( |T(f)| \) after each extraction. Note that after the first few extractions, \( |T(f)| \) values are inaccurate (but they are lower bounds on the actual detectabilities) and may influence future extractions adversely. Procedures to accurately recompute \( |T(f)| \) are being developed.

### 4 Experimental Results

The proposed procedure for random pattern testability directed single and double cube divisor extraction has been implemented as 'bstfx' within SIS 1.0. As outlined above, the procedure is analogous to \( f_x \). The proposed cost function replaces literal savings as the divisor selection criterion. Algorithms to compute test set size for all single stuck-at faults have been implemented. Also, procedures to update test sets for stuck-at faults after each extraction have been implemented. In the following experiments, the inputs to 'bstfx' and \( f_x \) are two-level prime and irredundant implementations of the benchmark functions (obtained by using espresso -do single_output).

Table 1 compares the characteristics of the resulting circuits obtained by the application of these two procedures. (For better measure the merit of \( f_x \), we ran simulate -m nocomp; resub -a; f_x: eliminate \( \theta \) [16] on input circuits.) Surprisingly, the circuits obtained by application of 'bstfx' have fewer literals in most cases. Table 2 compares the random-pattern testability of circuits obtained by using 'bstfx' and \( f_x \). The random testability of the resulting circuits is obtained by using LFSR generated pseudo-random sequences. Data presented is the average of fault coverages for several different
Table 1: Area comparison of test length and fault coverage for sequences generated using LFSRs with different feedforward polynomials and seeds (typically 5-10 different sequences are used). Since some of the circuits have large number of inputs, pseudo-random sequences with lengths only a fraction of exhaustive test length could be used due to the large number of simulations necessary. The data clearly shows that a large decrease in random pattern test length results for 95% fault coverage. The reduction in test length varied from 4% to 90%. In most cases, the random pattern test length was decreased by half. Considering the fact that this was accomplished with a simultaneous decrease in circuit area shows that this approach to random pattern testable logic synthesis is very effective. However, it should be noted that the circuits synthesized by testfix have more levels than those synthesized by fix. The impact of this on circuit delay, and modifications to the procedure to avoid increase in circuit depth are being investigated.

Figure 1 clearly shows both the improvement obtained by the proposed testfix from ALU74181 and further improvements that may be possible.

5 Conclusion
A logic synthesis procedure testfix that synthesizes circuits that are random pattern testable has been presented. The procedure is analogous to fast_extract (fix) in SI5. The procedure analyzes the improvements in the detectabilities of hard to detect faults due to each possible extraction. The overall improvement in the detectability of hard to detect faults is used to direct the multilevel logic synthesis procedure. Experimental results indicate that the random pattern testability of circuits synthesized by the proposed testfix are significantly higher than those synthesized by fix. In most examples the decrease in random pattern test length is accompanied by reduction in circuit size. Hence, the proposed logic synthesis procedure can greatly simplify BIST hardware design and improve fault coverage.

Currently, procedures to enhance the quality of the detectability estimates $|\{T/F\}|$ for faults in the circuit are being developed. Simplification procedures that preserve/enhance random pattern testability of the resulting circuits are being studied. They will enable iterative application of testfix to further reduce circuit size and enhance its random pattern testability.
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Figure 2: Extraction of a single cube divisor $ab$. ...