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of a direct implementation of this criterion. This paper presents
the first critical path finding tool based on the exact criterion. It
offers thereforebetter results incomparison withall other
approaches, since these are based on approximations of this
criterion.

Abstract

Timing verification is an important aspect in chip design.
However, the growing complexity of combinatioraicuits
increases the totahumber of false paths, which demarfiaist
and accurate false path elimination methods. Several
approaches have been presented in literathue,all are based

on approximations of the exact criterion, and offer no exact
results. This paper presents tliest implementation of the
exact criterion. Experiments shdhat this tool is muctmore
accurate in comparison with other approaches.

The rest of this paper isrganized as follows. Section 2
discusses the exact and other criteria. A description of the
proposed algorithm is given in section 3. Thba two steps
responsible for eliminating falspaths will be described in
section 4. Section 5 discusséise results obtained by the
1. Introduction proposed tool. Finally wewill finish this paper with the
The maximum operational frequency of a circuit is determined conclusions of section 6.

by the maximum propagatiafelay ofits combinational parts, 2. Path sensitization criteria

which is defined as the longedelay it takesior a signal to W.e assume that the reader is familiar witbnceptslike
from a primaryput to a primary output. In other . L . .

prop()jagz#]e . pml | p binati Ci 't (non)controlling value, (non)controlling input, on-input, side-

words, the maximurdelay of a combinationglart is equal to input, dominating input, stable time, stable value, sensitizable

the length ofits critical paths. A stralghtfor\{vard approach o (or true) path and nonsensitizable (or false) path [6]. The exact
computethe length of the critical paths is to simulate the * . "=~ ~°. . L
criterion is based on the following definition:

combinational circuit forall possible inputectors (vector
dependent approach). However, sitise number of different
input vectors increases exponentially withe number of
inputs, thisapproach ionly feasible for to circuitsvith only a

few primary inputs. The first approachdomputethe length of
the critical paths, without simulatingll inputvectors (vector
independent approach), was based on PREERT (Program
Evaluation and Review Technique) algorithm [1]. Sirtlois
approach determines the longest path without takingptieal
dependencies into account, itviary likely to find a false path.
The PERT delay was therefore used as an upper Houride
length of the critical pathddowever,the growing complexity
and integration of combinational circuits started to demand
tighter bounds. This has resulted in different timing analysis
(or critical path finding) approaches, each one based on a
different path sensitization criterion. The static criterion [2]
provides a lower bound, while others [3-6ffer an upper
bound. The viability criterion [7] givethe exactelay of the
critical paths.

Definition 1 (Exact Criterion)Let v be an inpuvector of the

combinational network C, and let P =G, G1, f1, --» Gy-1,

fn-1. G be a path in this network. Path P is considered to be

an exact sensitizable path under Voif eachlead f (0<i <

n-1) one of the following two conditions is true:

1) Lead f is the controlling input of gate g1 with the
smallest stable time under v.

2) Lead f is thenoncontrolling input of gate ;G with the
largest stable time, and all inputs gate G,q1 are
noncontrolling inputs under v.

The sensitization criteria are characterized by three properties:
Delay correctnessA criterion is delay incorrect if it may
underestimate the critical path delay. Itasrrect otherwise.
Delay correctness is crucial for timing verification.

Path correctnessA criterion is path incorrect if itnay claim

an exactly sensitizablgath to be false. It is correct otherwise.
Performance optimization is carried out by determirirgy set

of paths with a delay longer thargaven thresholdsayz, and

by reducingtheir delays. If a patincorrect criterion is used, it
is necessary to guarantf®t shorteningll sensitizable paths
with delays longer than, implies that all true pathsshich are
claimed to be false, are also shortened or become false paths.
ExactnessA criterion is exact if it claimgverytrue path to be
true, andeveryfalse path to be false. It givéise same results
as can be obtained by analyzthg circuitfor all inputvectors.

The first criterion, able tooffer the same results as by
simulating the circuifor all inputvectors was proposed by [8].

It is called the exact or timing simulation criterion. The exact
criterion requiresknowing timing information atll nodes in
the network, which seems to be incompatible with \taetor
independent path tracing approach. Thiswisy all timing
verifiers use approximations of the exact criterion [6], instead
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A timing analysis tool, based on this criterion, determines not of gate G.1, and an input to gate;GLead f and gate ;Gre

only the critical path, but also the inpugctorthat activates it.
Therefore it is possible to use this inpettor, in combination
with a circuit simulator, to compute accuratilg critical path
delay. Non-exact criteria can find falpaths, whichcannot be
simulated to obtain more accurate critical path delays.

The characteristics of the several criteria sttewn in table 1,

which is based on [6] (path correctness and delay correctness

are denoted a<orrect forthe path sensitizatiooroblem” and
“correct forthe critical pattproblem” bythis author). The
symbol "X" denotes a violation, while theymbol /" means
that the criterion satisfies@operty. Furthermore, thg/mbols
<, 2 and stand for an underestimation,
upperestimation and an exact result of the critical pathy,
respectively.

an

Criterion | Delay Corredqt Path Correft Exact
Static [2] X&) X X
BI [3] V() X X
DYG [4] V() Y X
PCD [5] V() Y X
Approx [6] V() X X
Viable [7] V(=) Y X
Exact [8] V(=) Y V

Table 1. Summary of path sensitization criteria.

This table shows that the exact criterion [8], is theost
accurate one. However, no timing verifier usieis criterion,
due to its complexity, and all verifiers are based on
approximate criteria.

Consider the circuitshown in figure 1. All gate delays are
shown in the corresponding gates.

Figure 1. Some circuit examples.

The static criterion of [2] requires thatl side-inputs of the
paths are set tmoncontrolling values. This calead to an
underestimation of the critical path delay. The circuit of
figure 1a has a critical path delaytbfee time units; the static
criterion claims it to be two. The approximate criterion [6] is a

added to the partial pathahe ofthe following two conditions

is true:

1) Lead f is a noncontrolling input to gatg @nd setting all
side-inputs of lead f to nonlater noncontrolling inputs
produces no conflicts.

2) Lead f is a controlling input to gatg,@nd setting all

side-inputs of lead f to nonearlier controlling inputs or to

noncontrolling inputs produces no conflicts.

The only difference with theapproach of [2] ishat we take the

stable times intaccount. This is achieved by storifay each

gate output, not théogical value,but intervalsfor the stable
times of a logical 0 and a logical 1, as explained by the
following definition.

Definition 2 (Stable Times Intervalsjet Ty and T be the
stable times of a gate or lefat astable value equal togical

0 and 1, respectively. The stable times of a gate or lead are
defined as the stable times at the output of the gate or at the
end of the lead, respectively. The stable time intervals of this
gate or lead are defineds: [hino TmaxdlT min1: Tmax1

With Trmino$ToSTmax0 @9 Tmin1€T15Tmaxt If the stable
value of the same gate or lead is equdlogical 1, then the
correspondingstable time interval satisfies theondition
Tmino>Tmaxo The stable time interval of a gate or lead with a
stable value equal tdogical 0, satisfiesthe condition

Tmin?>Tmaxt

Assumethat the stable value and stable time at the end of the
previously definedpartial path P(of gate 1) are equal to
logical 0 and P respectively. Path P is expanded with lead f
(of delay d(f)) and gate Gif one of the following two
conditions is true:

1) Lead f is a noncontrolling input of gatg @nd setting the
stable time intervals of lead f toFfiFd(f),TP+d(f)][oo,O]

and the stable time intervals of the side-inputs of lead f to
[O,TP+d(f)][oo,O] produces no conflicts.

Lead f is a controlling input of gate,Gand setting the
stable time intervals of lead f toFf:Fd(f),TP+d(f)][oo,O]

and the stable time intervals of the side-inputs of lead f to
[TP+d(f)e<][0,] produces no conflicts.

2)

The following two definitionsare used to determifmw to
deal with new conditions for the stable time intervals.

relaxation of the exact criterion, and can lead to an pefinition 3 (Intersection Rule)iet Fmino/maxdlfmint:
overestimation of the critical path delay. This is demonstrated Imaxd be the current stable time intervals of gate G or lead f,

by the circuit offigure 1b. The critical path delay feur time
units, while the approximate criterion claims it to be five.

3. Algorithm
The algorithm is based on tracing the paftttsn a primary
input towards a primary output, using a depth-first-search

(DFS) [2]. Let P be a partial path to be expanded, starting at a

primary input, and ending at gatg {5 Let lead f be an output

and let [Tnino TmaxdT min1: Tmax1d be the stable time
intervals which must be applied to the same gate or lead. The

resulting intervals will be:  [maffino Tmind:MNEmaxo
Tmax0lMax@mint: TminD-MNEmax: Tmaxp]l: If  after
applyingthe intersection rule we obtain,jnx>Tminx: then
we set Tyinx and Thaxx €qual toee and 0O, respectively (X
equal to logical 0 or 1).



Definition 4 (Conflict): Let [Ymino/maxdl?min1'max1 Pe

the stable time intervals of a gate or lead, obtained after

applying the intersection rule.
IminT>max1 then a conflict arises.

fminG>’maxo  and

It is clear that the stable valwan be derived frorthe stable
time intervals, [ino Tmaxd[T min1: Tmax1d: Uusing the
following four rules:

1) TminoSTmax0@nd Tmin1>Tmax1 — logical 0.

2) Tmine®Tmaxo@"d Thin1£Tmax1 — logical 1.

3) Tmin0>Tmax0a"d Tmin1>Tmax1 ~ conflict.
4) ThminoSTmax02Nd Thin1Tmax1 — uUnknown.

In practice, we storenly the stable time intervals of the gates,
since the intervals of a lead can be deriffein those of its
driving gate, by adding thdelay ofthis lead.Adding a new
interval condition to dead, is carried out bgpplying it to its
driving gate, after subtraction the lead delay.

The conditionsare propagaterecursively in backward and
forward direction througlhe network by the implication step,
described in thdollowing section. If no conflict is detected,
then the extended path can beactly sensitizabl@ath. A
conflict means that the extended path is aexactly
nonsensitizable path.

The stable time intervals can be initialized te<|(0,=] before
starting the expansion of the patfiem the primary inputs
towards theprimary outputs. Howevethe computation time

can be reduced considerably by computing tighter starting

intervals. This, because tighter bounds wgjie the search

algorithm more often the possibility to prune a search direction.
The minimum and maximum PERT [1] delays between all

primary inputs andhe output of each gatg @re computed,
and propagated throughe network by the implication steps of
the next section. Théollowing figure shows howhe PERT
bounds at the output of a 2 inpAND (with unit gatedelay)
can be improved by forward implication.

[1,5][1,5] M
2 o] —» 12,6]]3,6
[2,4][2,4] ol

Figure 2. Computing tight initial stable time intervals.

[0,0][0,0]

Figure 3. Before tracing the critical path.

The longest exact sensitizable path in this networkeas-h-i,

for parity 0 or 1 at input ¢c. Suppose ae tracing this path for
parity 0. First weapplying [0,0]p-,0] at input c, leading to the
intervals[0,0][«=,0] at input ¢ (will be written as[0,0][=,0]).
Forward and backward implication of this interval results in:
e[1,1][,0], f[=,0][1,2], 9[5,5][5,5], h{-,0][3,4] and if-,0][4,5].
Now we arrive at the input of th&JAND gate of delay 1.
Setting [1,1]{-,0] at lead e changes nothing. Lead e is a
controlling input ofthis gate. Therefore weet lead b to a
noncontrolling or nonearlier controlling input @[0,=]),
leading to bf,0][0,0]. Forward and backward implicationef]
,0][2,2], hf=,0][4,4] and if-,0][5,5]. We arenow atthe input of
the buffer ofdelay 2. Setting<},0][2,2] at lead fchanges
nothing. Now we apply<4,0][4,4] at lead h, which again
modifies no intervals. Lead h is a controlling inputtleé OR
gate; lead g must bersoncontrolling or nonearlier controlling
input ([0s<][4,<]), which is already the case. Thismpletes
the path search, since the output is reached. fokawing
figure shows the resulting stable time intervals.

0,0][0,0
a[ 110,01

[ 0115.5] ¢

Figure 4. After tracing the critical path.

This example also demonstrates tlatward and backward
implication may not find the stable values and stable times of
all nodes in the network. These can dmmputed during the
justification step.

4. Implication and justification
The logical incompatibilities ofhe path being traced can be
detected by th®-algorithm [9]. Since a complete D-algorithm

The path search is guided by the esperance value of the partialyack on a singlpath isvery time consuming, it idetter to

paths. The esperance value of a partial path is the sum of theyyjit the p-algorithm into an implication and a justification

path delay and the largest PERT delay from the end of this pathgse, The first step deteatsost false paths, but is not able to
to a primary output. It is an upper boufwt the delay of the

- °F ) detect them allTherefore some approaches [He the time-
longest sensitizable path containing the partial path. consuming justificationstep each time an expanded path

reaches a primary output, to remdhe remaining false paths.
Other approaches [4,6] do not use the justification step to
improve the CPU-times, sincihey propose a conservative
timing analysis tool. In fact, a timing verifier without the
justification stepmay claim a false path to be true and can
overestimate the critical path delay. Exact results can therefore

The following figure shows an example opath search using
the exact criterion. The gatelelays are shown in the
corresponding gateeads have no delay). Theitial stable

time intervals can also be found in this figure.



only be obtained by using an exact criterion in combination
with the justification step. Therefore we present butidified
implication and justification steps, which take the stable time
intervals into account.

4.1. Implication

There aretwo different types of implication: forward and
backward implication. Botlare more complex in comparison

with those proposed by [2], sindbey take the stable time

intervals into account.

Let G be a gate with input leads ( < i < n). Let the stable

time intervals of leadifbe [Mmino T maxdT ' minz: T max1:
and the stable time interval of gate G

[Tmino TmaxdlT min1 Tmax1-

be

Forward implication computee stable time intervals ghte
G. The functions max{Jx) and min(T',x) determine the
maximum and minimum values of,Tor the inputs of gate G
with a stable value equal togical x (= 0, 1, or ?). Variable i
goes overll inputs of G (I i < n). Thefunctions MIN and
MAX return the minimum and maximum values of
arguments, respectively.

its

if gate G is BUFF gate
if the input is O
apply [Tingtd(G), Tmaxatd(G)li=,0] at output
else if the input is 1
apply be,01[T L 1in1+d(G), Tmaxtd(G)] at output
else /* the input is unknown */
apply [Mingtd(G), maxa (G min1+d(G),
Tlmaxl+d(G)] at output
if gate G is AND gate
if all inputs are 1 .
apply fe,0][max(T jyin1,1)+d(G),max(Ty, 453, 1)+d(G)] at
output
else if any input is 0 .
apply [MIN{mIn(T' 1ing.0).Min(T™ ino 2Hd(G),
min(T 1,ax00)+d(G)]E=,0] at output
else /* no input is 0 and any input is unknown */
apply [min(T ing ) +d(G).max (T 250 ?)+d(G)IIMAX
{max(T' min1:1).max(thin, 23+d(G), MAX
{max(T! haxp1).max(thax1 2)1+d(G)] at output
Figure 5. The rules of forward implication.

Backward implication determines the stable time intervals of
(some of) the inputs of gate G as follows:

if gate G is BUFF gate

if the output is O
apply [Tmingd(G), Tmaxgd(G)l[==,0] at input

else if the output is 1
apply bo,0l[T min1-d(G), Tmax1d(G)] at input

else /* the output is unknown */
apply [TminO'd(G)vaax(Id(G)][Tminl'd(G)vaax]_'d(G)]

at input

if gate G is AND gate
if the output is 1
if there is only one input with Timaxd Tmin1-d(G)
apply fo,0][Tminl1-d(G),Tmax1-d(G)] at that input
apply f-,0][0,Tmax1-d(G)] at all inputs
else if the output is 0
if there is only one input with stable value equal to ? or 0
apply [Tmin0-d(G), Tmax0-d(G)}},0] at that input
else if there is only one input WitH Fino < Trmaxgd(G)
apply [Tming-d(G), Tmaxgd(G)l[=,0] at that input
else
apply [Tmingd(G)#][0,=] at all inputs
else /* the output is unknown */
apply [Tyingd(G)#][0,=] at all inputs
Figure 6. The rules of backward implication.

Similar expressions can be derivéor the backward and
forward implication of NOT, NAND, OR and NOR gates.

The stable time intervals are propagated recursively through the
network in forward and backward direction to detect any
conflicts.

4.2. Justification

The justification step is used to eliminate the remaining false
paths. Justification of the exact criterionni®re complex than
that of the static criterion [2], which will be described first.

Thesstatic criteriondealsonly with stable values. All inputs of
noncontrolling gates (gates requiring noncontrolling inputs)
must be justified. Howevennly one input of eachontrolling
gate (gates requiring at leaste controlling input) needs to be
justified, which impliesthat a decision must be mafte each
controlling gate. Irthis casepne ofthe inputs is selected and
set to thecontrolling value, followed by backward afatward
implications. If no conflict is detectethen the gate driving the
selected input is justified. Otherwise, the next unexplored input
is tried. If all inputshave been explored, then a backtrack is
carried out. A path is sensitizable if akkcessary gates have
been justified without conflicts. On the other hand, doaflict

is detected and no more backtracks can be carried out, then the
path is nonsensitizable.

The exact criterion requires justifying alsahe stable time
intervals. Decisions must be mad®r controlling and
noncontrolling gates. For each noncontrolling gate a dominating
input must be selected and its side-inputs must be set to
nonlater noncontrollingnputs. On the other handor each
controlling gate a dominating input must be selected and its
side-inputs must be set tmoncontrolling or nonearlier
controlling inputs. Bothfor controlling as for noncontrolling
gatesall its inputs must be justifiedustification is carried out

in two steps.

Thefirst step selects for each gate a dominatimgput. All
inputs, except the side-inputs of the dominatoantrolling
inputs, are justified during this step. Tlhstrategy for not
justifying these side-inputs ithat their stable values are not



important, as long as thegre noncontrolling or nonearlier  input, [Ty d(G)ee][==,0] or [,0][0,5], and justifies it.This
controlling inputs. The final stable valueme very often is illustrated in figure 8.

determined by propagating the stable time intervals of other

justified leads. This results in a considerable reduction of the The justification step uses forward and backward implications
justification search space. of the decisions made, to detecty conflicts. Howeveduring
During thesecond stegve justifyall theremaining leads. Most ~ these implications we must guarantee thaominating input

of the side-inputs of dominating controlling inputs have already of a gate will be always dominating. This is achieved by adding
known logical values, which simplifiethe justification task  another implication rule, called vertical implication. Let G be a
considerably. Furthermore, some of these side-inputs have beegate with input leads; {1 < i < n). Let the stable time intervals

justified indirectly during the first stefBoth stepswill be of lead f be [-r'minOrTlmaxd[TiminllTlmaxﬂ- Assumethat

explained on a AND gate. lead f is the dominating input of gate G.
7 Vertical implication computethe stable time intervals of all
(2200 i T side-inputs of § as follows:
42

‘f/\‘ s if gate G is AND gate
(20,01 T i1, T 11— [20,01[0,T - 11 if the output is 1
min max 1 max 1
[DO,O][O’Tmax'l][w70][Tmin'l’Tmax'l] apply P",O][O,Tkmaxil at all Side'inpUtS Ofl{

else if the output is 0

Figure 7. Justifying a AND2 with noncontrolling inputs. apply ﬂkminow][o'w] at all side-inputs of f
Figure 9. First part of the rules of vertical implication.
Let gate G be a 2 inp#ND gate with input leads4fand p.

Suppose we want to justify the stable time intervals [ Vertical implication is also used to computee stable time
Ol mins Tmayd 2t its output, as shown in figure 7. Since the interval of the dominating input,f The functions max(T x)
stable value at the output of gate G is equabgical 1,all its and min(T, x) determine the maximum and minimum values of
inputs must be noncontrollingputs. However, there are two  Tj for the side-inputs offwith a stable value equal togical
possibilities in choosingthe dominating input. Suppose we X (=0,1o0r?). Variableiisdi<nand i k.

chooselead f; as the dominating input of gate @s stable

time interval must satisfyed, 0][T in-d(G), Taxd(G)]. Lead if gate G is AND gate

f, is set to an earligroncontrolling input byhe constraintef if the outputis 1

0][0, Trpaxcd(G)]- apply pe,0][max(T min1,1).0] at f
f else if the output is O
O T Tl apply [0,min(F,max00)1=,0] at fi

‘fz/\ Figure 10. Second part of the rules of vertical implication.
FIRST

h1 N1 Similar expressions can be derivied the vertical implication
[T onin 1 T gy 110,01 [0,T 1~ 1110.20] . -
[Tmin-l,m][O,oo][Tmin-l,T\mx—I][w,O] of the inputs of NAND, OR and NOR gates. Vertical
2 2 . . . . .
m —eoN— !mpl!cat!on is useq, togethgr V\.Ilth.fOrV\.lard and backward
Aol 7, T e 1 implication, recursively during justification to detect any
“lle;.,-n,wuw,m%} ‘lw,OJLo,wJ%E} conflicts.
5. Results
Figure 8. Justifying a AND2 with controlling inputs. The approximate [6], static [2] and theoposed exact criterion

. o . have been implemented in C-programs. THeCAS85
Qn the other hand, if we want to justify the stable t,'me benchmarks with random gate delays have been useéests
intervals [Tmin Tmay[==0]. at the output of gate G, its ., qoq Surprisinglll criteriafind the same critical pattielay
domlnatlrlmg. !qput must be a coptro!llng inpigain there are for these circuits. In table 2 wehowthe CPU-timefor these
tWO.pOSSIbIhtIeSfOI’ the domllnatl.ng mput. Suppose wienose benchmarks on a Sun Sparc10 workstation. In this tRIERT
3géun Ieadd{Gas (t)he domlnatlng bllnput., andpply [Tlmin' h and Critical standor the maximunPERT and critical path
.( ): Tmaxd(G)][=0] tq Its  stable time mtervgs.. ,T ,e delay. Furthermore, the static and exact criteria are a DFS
difference between the first and second steps of thejustlflcatlonsearch while the approximate criterion is a best-first-search
ghas.,e 's,how, theydeal V,V'th t::e ?lde-lnputs of tlhmgtrolllng (BFS). The latter is not able to compute the c6288 circuit, since
ominating inputs. During the first step wet lead 7 to a it requires too mucimemory.The exact criterion requiresore

”9?\00””0”'”9 or Aater.cor?;.rollllng mfpuht.: rlmg'd(ﬁ)’w][o’w]é CPU-time, since it takes nonly the stable values, but also the
without carrying out a justification of this lead. The second step (o 1w intervals into account.

sets lead § to either anoncontrolling or aater controlling



Delay CPU-seconds criterion is more complicated in comparison witle others,

Circuit| PERT]|Critical| Approx| Static| Exact since we justify also the side-inputs of dominataumtrolling
cl7 | 145| 145 0 0 0 inputs. However, this does not lead to larger justification
c880| 1414 1414 0 0 0 problems, since the percentagenoh justified paths (breaks)
c1355 1596 1574 1 1 1 of.thg exact criterion is approximately equathat of the other

c1908| 2392 2230 5 4 22 criteria.

c2670| 1943 181§ 4 5 8 E— _ __

c3540 2703 257§ 7 7 52 Static Criterion| Approx Criterior]y Exact Criterion

c5315 2674 2553 6 7 9 Circuit| Trud Falsé Bredk Trlie False Brdak True False Break

c628d 75320 718 - | 400B 2475 ciz| 8| 0| o 8] 0| 0] 6/ 0] 0

o s perd il 1s 4 (slsEelolwy o ofsk ¢ o
- - — C ki
Table 2. The CPU-times for tracing the critical path. <1008 1562 0 21 1562 0 2| 1355 71 d
However,the accuracy ofthese criteria can be compared by |c2670) 446 157 974 473 215 11jl0 191 204 487

2
computingthe number of paths witthelays between 90% and |c3540 478 15/ 64| 1187 475 6245 4o4 109 32
100% of the critical path delay. TablesBows theseesults for c5315 621 10| o] e4hL 1d ol 434 4
all benchmarks, but the c6288 circuit, which tat@s Iong to c7552 223 5 0 208 14 0 206 a 0
complete. These results demonstrate that the exact criterio
reduces considerablihe set of paths that are claimed to be
true. However, since no justification has been applied on these :
paths, it isonly correct tostate that the number of patfesind 6. Conclusions
by the exact criterion i®nly an upper boundfor the total
number of exact sensitizable paths between 90 % and 100 %
the critical path delay. This is because exact result®cigroe
obtained by using the exact criterion,dambination with the
justification step.

o

Table 4. The number of paths after justification.

We have presented the first critical path findingl based on
Fhe exact criterion. Thitool is delay and path correasthich
ol o )

means that it will never claim a true path to be false.
Furthermore, it is exact when used in combination with the
justification step, which mearthat it will not claim a false
path to be true. In the latter casgitesthe same results as by
simulating a circuit for all possible input vectors.

Number of paths CPU-seconds

Circuit) Static| Approx| Exact] Static| Approx| Exact The results obtained with o@pproach demonstratbat the

cl7 8 8 6 0 0 0 approaches proposed literature are nowery accurate. The
c880| 392| 409| 242 3 3 8 number of false paths claimed to be true by these approaches is
c1355 1648 1656 669 12 12 3] very large. Finally, we have also showimat the justification
c1908 1566 1566 136p 82 81 234 step is the bottlenecfor obtaining exactesultsfor complex
c2670 1579 1798 8827 45 49 76 circuits. This should be now the topic for further research.
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Table 4 showsthe number of true and false paths after [4] D. Du et. al.,"On the general false path problem in timing
justification, for the three different criteriddowever, analysis”, Proc. DAC 1989, pp. 555-560. .
justification is very time consuming, sincéhe searclspace  [9] S. P(?tr,rerSIanSt-t hal'." stat'cS'Am(':ngganawg'g;g);gam'Ca”y

" ) . o sensitizable paths", Proc. . Pp- -573.
increases exponentially with the number of gates to justify. 6] H.C. Chen apnd D.H.C. Du, "Path F;Fe),\nsitization in critical
Therefore we used an upper bound on the number of backtracké path problem"JEEE Trans. onCAD. vol. 12. no. 2. Feb.
to justify a single path. The total number of paths toaid not 1993, pp. 196-207.

be justified within thisbound is shown as "Break". These [7] P. McGeer and R. Brayton, "Efficient algorithms for
resultsshowthat the number of false paths not detected during CompUL'[]Q the longest viable path in combinational
the path tracing phase can be important, as demonstrated b){8] network®, Proc. DAC 1989, pp. 561-567.

N s H.C. Chen and D.H.C. Du, "Path sensitization in critical
circuit ¢c2670. Howeverthe majority of pathsare true after path problem", ICCAD 1991, pp. 208-211.

justification. Furthermore it is clear that justification is the [9] J.P. Roth, "Diagnosis of automata failures: A calculus and a
bottleneck of critical path finding. The justification of the exact new method",IBM J.Res. Develop., pp. 278-280Qct.
1966.

Table 3. The number of paths for different criteria.
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