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Abstract - This paper presents a placement-driven
technology mapping procedure based on fuzzy delay
curves. The fuzziness has been introduced to deal
with the inherent vagueness in wiring loads (derived
from a dynamically updated placement) and used by
the mapper to calculate the signal arrival times. In
the process we describe a number of fuzzy operations
which are needed to generate the fuzzy delay curves
and to select a minimum area mapping solution satis-
fying a set of timing constraints. This procedure has
been implemented and the results are on average 1%
and 26% (5% and 3%)better in terms of area and de-
lay compared to a technology mapping procedure with
zero (crisp) wire load values.

1 Introduction
In the past, researchers have separated logic synthesis from

physical design and have relegated interconnect optimization
to the physical design phase. However, with recent studies
[10, 4] indicating that interconnections occupy more than half
the total chip area and account for a signi�cant part of the chip
delay, it is appropriate that wiring be incorporated into the
cost function for logic synthesis [1, 6]. This is because phys-
ical design which is expected to address these issues, comes
much later in the design hierarchy. By then, many of the key
architectural and structural decisions have been made, hence,
limiting the capability of the physical design tools to generate
the \best" solutions in terms of area and performance.
To elaborate on the importance of the wiring load, consider

a two-input NAND gate driving an inverter gate through 0.2
cm of aluminum interconnect (2 �m wide, 0.5 �m thick, with
a 1.0 �m thick �eld oxide beneath it). 0.2 cm is the expected
length of a local interconnect line on a 2cm�2cm chip [2]. We
calculate the rise time (to 50% of its �nal value) at the input
of the inverter gate using two methods. One method ignores
the capacitance of the interconnect line and uses

delay = �g + Rg �Cg = 0:4ns

where �g is the intrinsic gate delay, Rg is the on-resistance of
the driver gate, and Cg is the input capacitance of the fanout
gate. The second method [9] uses

delay = �g + Rout � (Cinput +Cunit � length) = 1:0ns

where Cunit is the interconnect capacitance per unit length
and length is the interconnect length. Gate and interconnect
parameters are taken from data sheets for an industrial 1.0
micron ASIC library: �g = 0:3ns, Rg = 1K
, Cg = 0:1pF ,
Cunit = 3:0pF=cm. The delay calculations clearly show that
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the interconnect capacitance dominates the gate input capac-
itance.
In summary, with the existing technology, the capacitive

term is dominated by the capacitance between the intercon-
nection and substrate. For local aluminum lines, the resistive
term is dominated by the on-resistance of the MOS transistor.
As the chip dimension increases and the minimum feature size
decreases, the interconnection capacitance bottoms at about 1
- 2 pF=cm while the input gate capacitance decreases. There-
fore, the RC delay of interconnect lines will become even more
dominant in the future.
Given a boolean network representing a combinational logic

circuit optimized by technology independent synthesis proce-
dures and a target library, the technology mapping process
binds the nodes in the network to gates in the library such
that the area of the �nal implementation is minimized and
timing constraints are satis�ed.
In [13] an approach is presented to solve the technology

mapping problem for minimizing area under delay constraints.
The authors �rst compute a range of \interesting" values for
the required times at each node (by �nding the minimum area
and the minimum delay mapping solutions) and then divide
this range into equal intervals. The best mapping solution
for each of the required times are generated and stored at
the node during a postorder traversal (from primary inputs
to primary outputs) of the tree. The �nal mapping solution
is generated during a preorder (from primary outputs toward
primary inputs) traversal of the tree. In order to obtain high
quality mapping solutions, this method requires a small time
step resulting in large number of delay-area points.
[3] examines the problem of mapping a Boolean network to

a circuit implementation using gates from a �nite size cell li-
brary. The objective is to minimize the total gate area subject
to constraints on signal arrival time at the primary outputs.
This approach consists of two steps. In the �rst step, delay
curves (that capture gate area { arrival time tradeo�s) at all
nodes in the network are computed. In the second step, the
mapping solution is generated based on the computed delay
curves and the required times at the primary outputs. For
a NAND-decomposed tree, subject to load calculation errors,
this two step approach �nds the minimum area mapping sat-
isfying any delay constraint if such a solution exists. The algo-
rithm has polynomial run time on a node-balanced tree and is
easily extended to mapping a network modeled by a directed
acyclic graph.
In [6] an attempt is made to increase the interaction between

logic synthesis and technology mapping. The idea is to gener-
ate a \companion" placement solution for the circuit before it
is mapped. This placement is then used to evaluate the cost of
a matching gate during the mapping process. The placement
is dynamically updated in order to maintain the correspon-
dence between the logic and layout representations. In the
end, a mapped network along with a placement solution are



generated. The placement solution is then globally relaxed in
order to produce a feasible placement according to the target
layout style (e.g., standard-cell or sea-of-gates). Using these
techniques, circuits with smaller area and higher performance
have been synthesized.
A di�culty with the placement-driven approach is that after

mapping, the network is very di�erent from the one we started
with. This makes the wiring estimation process during map-
ping inherently imprecise. The technology mapping results
are therefore sensitive to the methods used for estimating the
wiring and updating the placement. Fuzzy theory provides an
e�ective method to remedy this di�culty by reducing the re-
liance on crisp wire values calculated based on the placement
solution. Instead, the placement merely provides information
about the wiring cost either in the form of a range of wire
length values or in the form of a qualitative classi�cation of
wire length values (long, medium, or short).
In this paper we describe a placement-driven technology

mapping procedure based on fuzzy logic. We start by cal-
culating fuzzy locations for the nodes in the network. Using
these fuzzy locations, we obtain a fuzzy wiring load for each
gate which will in turn be used to calculate a fuzzy arrival
time at the output of each gate. Based on this information we
calculate fuzzy area-delay curves at all nodes using a postorder
traversal of the network and then �nd a minimum area solu-
tion satisfying timing constraints during a preorder traversal
of the network.
The same fuzzy logic framework can be applied to many

other problems in logic synthesis, timing and power analy-
sis and physical design where some parameter of interest or
the objective function are imprecisely de�ned. The technol-
ogy mapping procedure presented in this paper only serves as
an example (see section 6).
The 
ow of the paper is as follows. In section 2 we review

the process of technology mapping using area-delay curves.
This process will be extended to include the fuzzy wiring load.
In section 3, we describe the principles of fuzzy theory. Ex-
tensions of arithmetic operations in the crisp domain to the
fuzzy domain are also presented. In section 4 details of fuzzy
area-delay curve computation and fuzzy gate selection are pre-
sented. Experimental results and concluding remarks are given
in sections 5 and 6.

2 Technology Mapping using Area Delay

Curves
The technology mapping procedure used in this paper is

based on the ad map approach given in [3]. In the remainder
of this section, we give an overview of that approach.
With each node in the network, we store a delay curve. A

point on the delay curve represents the arrival time at the out-
put of the node and the total gate area which is required to
map its transitive fanin cone up to (and including) the node.
In addition to the area and delay value, the matching gate and
input bindings for the match are also stored with each point
on the curve. Points on the curve represent various mapping
solutions with di�erent tradeo�s between area and speed. We
are interested in a mapping with minimum area satisfying de-
lay requirements. Consequently, we can drop point P1 on the
curve if there exists another point P2 on the curve with lower
area but equal or lower delay. By dropping inferior points, the
delay curve can always be made monotonically non-increasing
without loss of optimality.
The technology mapping procedure consists of two graph

traversal steps. Initially a postorder traversal of the NAND-
decomposed network is performed, where for each node n and
for each gate g matching at n (a candidate match), a new delay
curve is produced by appropriately merging the delay curves
at the inputs(n; g). The delay curves for successive gates g

matching at n are then merged by applying a lower-bound

merge operation on the corresponding delay curves. At a given
node n, the resulting delay curve will describe the arrival time-
area tradeo�s in propagating a signal from the network inputs
to the output of n. The delay curve computation and merging
are performed recursively until a circuit output is reached. The
set of (t; a) pairs corresponding to the composite delay curve at
the circuit output will de�ne a set of arrival time-area tradeo�s
for the user to choose from.
Given the required time t at the circuit output, a suitable

(t; a) point on the delay curve for the circuit output is chosen.
The gate g matching at the circuit output which corresponds
to this point and its inputs are thus identi�ed. The required
times ti at the inputs are computed from t, g, and the fact that
these inputs must now drive gate g. The preorder traversal
resumes at inputs of g where ti is the constraining factor and
a matching gate gi with minimum ai satisfying ti is sought.
In the above technology mapping procedure, all parameters

are crisp numbers. In our approach, we model the unknown
wire loads as fuzzy numbers. We thus generate fuzzy delay
curves during a postorder traversal of the subject network us-
ing fuzzy arithmetic operations. In the process, it becomes
necessary to remove inferior points from these curves. This
will require sorting of the area-delay points. Fuzzy decision
making is used at this stage to rank the points based on their
area and delay values. Gates are assigned to nodes in the cir-
cuit during the preorder traversal of the network using fuzzy
decision making.
In order to be able to compute the fuzzy delay curves, it

is necessary to generalize the operations used by the ad map

to the fuzzy domain. This will require a valid and e�cient
representation of the fuzzy numbers in addition to methods
which will assist in operating on and making decisions based
on the fuzzy parameters as explained in the next section.

3 Fuzzy Logic
In general, it is di�cult to model the real world by a precise

model. One di�culty is that in real life problems, parameters
are not exactly known. We might plan to minimize power
consumption in a circuit where the switching rate of the circuit
input is \approximately 0:25". Another di�culty is that in
many cases goals are not clearly expressed. For example, the
goal of an optimization process might be to achieve \a delay
of essentially 10 nanoseconds or less". Fuzzy theory helps us
deal with this imprecision in parameters and goals. These are
represented by fuzzy numbers and fuzzy goals.
In the following section, extensions of the crisp arithmetic

operations to fuzzy domain are described.

3.1 Fuzzy Numbers
A fuzzy number ~n is de�ned by a membership function

�~n(x) where x is a real number
1. The value of the membership

function represents the possibility of the event represented by
this fuzzy number to assume a value of x. The membership
function is normalized such that 0 � �~n(x) � 1. The term
\possibility" is used to emphasize the fact that the value of
the membership function is not a probability value. In general
if an event a has probability pa and event b has probability
pb, then probability of either event is pa + pb and probabil-
ity of both events is pa:pb. On the other hand, if pa and pb
represent the possibility of these events, then the possibility
of either event is Max(pa; pb) and possibility of both events is
Min(pa; pb).
For practical purposes it is generally more appropriate to

resort to a speci�c kind of membership function. Indeed, tri-
angular fuzzy numbers [16] are often used.

1We will represent fuzzy numbers with ~ to di�erentiate them
from crisp numbers.



A normalized triangular fuzzy number is represented by a
triangular possibility distribution �~n(x) = (m; l; r) where l is
the left range, r is the right range m is the mean and

�~n(x) =

(
0 m+ r < x;x < m� l

(x�m+ l)=l m� l � x < m

�(x�m� r)=r m � x �m+ r:

It is shown in [16] that using triangular fuzzy numbers does
not considerably limit the generality of the fuzzy theory.
As an example, assume the arrival time at the input of gate

g is represented by fuzzy number ~n shown in Figure 1. Given
a delay value x, the fuzzy number ~n represents the possibility
of the input signal arriving at time x. In this example the
possibility of the input signal arriving at time 10 is 1 while the
possibility of signal arriving at time 12 is 0.5. The possibility
of signal arriving outside the range speci�ed by (m� l;m+ r)
is assumed to be zero.
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u
ire
a
co
m
p
a
re
o
p
era
tio
n
w
h
ich
is
n
ecessa
ry
to

ra
n
k
fu
zzy
n
u
m
b
ers.
T
h
is
ra
n
k
in
g
w
ill
in
tu
rn
b
e
u
sed
fo
r

so
rtin
g
p
u
rp
o
ses.
In
th
is
p
a
p
er,
fu
zzy
d
ecisio
n
m
a
k
in
g
is
u
sed

to
ra
n
k
th
e
d
elay
p
o
in
ts
fo
r
ea
ch
n
o
d
e.
O
n
ce
th
is
ra
n
k
in
g
is

o
b
ta
in
ed
,
it
is
ea
sy
to
rem
ov
e
th
e
in
ferio
r
p
o
in
ts
fro
m
th
e
a
rea
-

d
elay
cu
rv
e.
T
h
e
p
reo
rd
er
p
h
a
se
o
f
th
e
p
ro
ced
u
re
a
lso
m
a
k
es

u
se
o
f
fu
zzy
d
ecisio
n
m
a
k
in
g
b
y
sea
rch
in
g
fo
r
th
e
a
rea
-d
elay

p
o
in
t
w
h
ich
sa
tis�
es
a
g
iv
en
co
n
stra
in
t.

A
rea
so
n
a
b
le
fu
zzy
co
m
p
a
re
o
p
era
tio
n
sh
o
u
ld
ta
k
e
in
to
co
n
-

sid
era
tio
n
th
e
ra
n
g
e
a
n
d
m
id
d
le
va
lu
e
o
f
th
e
fu
zzy
n
u
m
b
ers.

In
[8],
a
fu
zzy
rela
tio
n
is
p
resen
ted
w
h
ich
resu
lts
in
a
to
ta
l

o
rd
erin
g
o
f
fu
zzy
n
u
m
b
ers
b
ein
g
co
n
sid
ered
.
T
h
is
o
p
era
tio
n

m
a
k
es
u
se
o
f
a
p
referen
ce
eq
u
a
tio
n
w
h
ich
a
p
p
lies
to
n
o
rm
a
lized

a
n
d
co
n
v
ex
fu
zzy
n
u
m
b
ers
2
.
F
o
r
th
e
sp
ecia
l
ca
se
o
f
tria
n
g
u
la
r

fu
zzy
n
u
m
b
ers
w
h
ich
a
re
n
o
rm
a
lized
a
n
d
co
n
v
ex
,
th
is
m
eth
o
d

g
rea
tly
red
u
ces
th
e
co
m
p
lex
ity
o
f
th
e
co
m
p
a
re
o
p
era
tio
n
a
s

fo
llow
s.

2
A
fu
zzy
n
u
m
b
er
is
n
o
rm
a
lized
if
th
e
m
a
x
im
u
m
v
a
lu
e
o
f
�
~n
(x
)

fo
r
a
ll
x
is
eq
u
a
l
to
1
.
A
fu
zzy
n
u
m
b
er
~n
(x
)
is
co
n
v
e
x
if

�
~n
(�
x
1
+
(1
�
�
)x
2 )
�
m
in
(�
~n
(x
1 );
�
~n
(x
2
));
x
1
;
x
2
2
R
;
�
2
[0
;1
]:

S
ee
[1
6
]
fo
r
d
eta
ils.

1

time

possibility

1

time

possibility

ñ1 ñ2

1

time

possibility

1

time

possibility

a)

b)

c)

d)

P1

min(P1, ñ2)

P2

min(ñ1, P2)

max{min(ñ1, P2), min(P1,ñ2)}

S

~

~

~

~ ~

~

~

F
ig
u
re
4
:
F
u
zzy
M
a
x
M
erg
e
O
p
era
tio
n

G
iv
en
fu
zzy
n
u
m
b
ers
~n
1
=
(m
1 ;l1
;r
1 )
a
n
d
~n
2
=
(m
2 ;l2
;r
2 ),

~n
1
�

~n
2
,

D
~n
1

�

D
~n
2

w
h
ere
D
~n

=

m

+
(r
�

l)=
2
.
U
sin
g
th
is
co
m
p
a
re
o
p
era
tio
n
,

a
to
ta
l
o
rd
erin
g
ca
n
b
e
im
p
o
sed
o
n
a
set
o
f
tria
n
g
u
la
r
fu
zzy

n
u
m
b
ers.

4

F
u
z
z
y
D
e
la
y
C
u
rv
e
s

F
o
r
su
b
m
icro
n
tech
n
o
lo
g
ies,
th
e
e�
ect
o
f
in
terco
n
n
ect
o
n

circu
it
d
elay
is
o
f
m
o
re
im
p
o
rta
n
ce
th
a
n
its
e�
ect
o
n
th
e
circu
it

a
rea
.
T
h
erefo
re,
w
e
o
n
ly
co
n
sid
er
th
e
fo
rm
er
e�
ect
h
ere.
T
h
e

la
tter
e�
ect
ca
n
b
e
ea
sily
ca
p
tu
red
in
a
sim
ila
r
fa
sh
io
n
.

T
h
e
d
elay
cu
rv
e
a
t
ea
ch
n
o
d
e
n
ow
co
n
sists
o
f
a
set
o
f
n
o
n
-

in
ferio
r
p
o
in
ts
~P
=
( ~t;a
)
w
h
ere
~t
is
a
fu
zzy
n
u
m
b
er
rep
resen
t-

in
g
d
elay,
a
n
d
a
is
th
e
crisp
a
rea
.
L
et
th
e
lo
a
d
a
t
th
e
o
u
tp
u
t

o
f
a
n
o
d
e
n
b
e
rep
resen
ted
a
s
a
fu
zzy
n
u
m
b
er
~C
n
.
T
h
e
lo
a
d
a
t

th
e
o
u
tp
u
t
co
n
sists
o
f
tw
o
co
m
p
o
n
en
ts:
th
e
g
a
te
ca
p
a
cita
n
ce
o
f

fa
n
o
u
t
n
o
d
es
a
n
d
th
e
w
irin
g
lo
a
d
.
T
h
e
g
a
te
ca
p
a
cita
n
ce
seen

a
t
th
e
o
u
tp
u
t
is
n
o
t
k
n
ow
n
b
eca
u
se
th
e
o
u
tp
u
t
n
o
d
es
h
av
e
n
o
t

y
et
b
een
m
a
p
p
ed
.
H
ow
ev
er,
it
is
p
o
ssib
le
to
d
o
tim
in
g
reca
lcu
-

la
tio
n
[3
]
to
a
d
ju
st
th
e
d
elay
cu
rv
e
fo
r
ea
ch
n
o
d
e
a
s
th
e
o
u
tp
u
t

n
o
d
es
a
re
m
a
p
p
ed
.
A
ltern
a
tiv
ely,
o
n
e
ca
n
u
se
th
e
d
efa
u
lt
g
a
te

ca
p
a
cita
n
ce
o
f
a
tw
o
in
p
u
t
N
A
N
D
g
a
te
w
h
ich
is
o
b
ta
in
ed
fro
m

th
e
cell
lib
ra
ry.
In
a
n
y
ca
se,
th
e
g
a
te
ca
p
a
cita
n
ce
is
a
crisp

va
lu
e.
T
h
e
w
irin
g
lo
a
d
is
h
ow
ev
er
a
fu
zzy
n
u
m
b
er
estim
a
ted

fro
m

a
\
co
m
p
a
n
io
n
"
p
la
cem
en
t
so
lu
tio
n
a
s
in
[1
].

T
h
e

a
rriva
l

tim
e

a
t

th
e

o
u
tp
u
t

is

co
m
p
u
ted

a
s:

~

a
r
r
iv
a
l(n
;g
;
~C
n
)
=
m
a
x
m
e
r
g
e
n
i
2
in
p
u
t
s
(
n
;g
) (�
i;g
+
R
i;g
�

~C
n
+

~

a
r
r
iv
a
l(n
i ;g
i ;
~C
i ))
w
h
ere
a
ll
th
e
o
p
era
tio
n
s
(e.g
.
+
;
�
,
a
n
d

m

a
x
-
m

e
r
g
e)
a
re
th
e
fu
zzy
o
p
era
tio
n
s
d
e�
n
ed
in
sectio
n

3
.2
.

T
h
e
g
a
te
in
trin
sic
d
elay
a
n
d
d
riv
e
resista
n
ce
a
re
a
ssu
m
ed
to

b
e
crisp
n
u
m
b
ers.
H
ow
ev
er,
if
th
ese
p
a
ra
m
eters
a
re
sp
eci�
ed

b
y
a
ra
n
g
e
o
f
va
lu
es
(to
ca
p
tu
re
sta
tic
a
n
d
/
o
r
d
y
n
a
m
ic
va
ri-

a
tio
n
s
in
g
a
te
p
a
ra
m
eters),
th
ey
ca
n
b
e
rep
resen
ted
b
y
fu
zzy



numbers and easily incorporated in the delay curve computa-
tion without much extra e�ort.
Given a set of points on the delay curve of a node, it is

necessary to remove the inferior points. The fuzzy compare
operation described in section 3.3 is used to sort points on the
curve using the fuzzy arrival time of each point. The inferior
points on the curve are then removed by making sure that for
each point, the area of the point is less than the area of the
point which has the next earlier fuzzy arrival time.
The wire load is calculated as the product of wire length and

the capacitance per unit length of interconnect. Fuzzy posi-
tion of nodes are required to compute the fuzzy wire lengths.
At one extreme, the chip boundary is considered to be the
fuzzy location for all nodes in a network before the network
is placed. On the other extreme, the crisp position for each
node after placement can be used. In our scheme the chip area
is partitioned into regions. Instead of using the crisp position
of the node, we use the region where the node is placed. By
controlling the number of regions, the degree of fuzziness for
each position can be controlled. For example, as the number
of regions increases, the positions become less fuzzy.
The enclosing region for each node is speci�ed by its \lower-

left coordinate" LL and \upper-right coordinate" UR. Given
a position for node n and its enclosing region, we can specify

its fuzzy coordinates ~Lx
n and ~Ly

n. For example, assume node
n is placed at (3; 4) which is inside a region with coordinates
LL = (1; 2) and UR = (4; 5) as shown in Figure 5. Then
~Lx
n = (3; 2; 1) and ~Ly

n = (4; 2; 1). The fuzzy point (~Lx
n; ~L

y
n)

gives the coordinates of n.

node n

bounding box for n

x

y

Ly
n

Lx
n

~

~

F
ig
u
re
5
:
F
u
zzy
N
o
d
e
L
o
ca
tio
n

O
n
ce
th
e
fu
zzy
co
o
rd
in
a
tes
o
f
a
n
o
d
e
a
n
d
its
fa
n
o
u
ts
a
re

k
n
ow
n
,
th
e
w
ire
len
g
th
ca
n
b
e
e�
cien
tly
ca
lcu
la
ted
b
y
u
sin
g

a
n
u
m
b
er
o
f
m
o
d
els.
T
h
ese
m
o
d
els
in
clu
d
e
th
e
sta
r
co
n
n
ec-

tio
n
m
o
d
el,
th
e
sin
g
le
tru
n
k
S
tein
er
tree
m
o
d
el
a
n
d
th
e
en
-

clo
sin
g
recta
n
g
le
a
p
p
ro
x
im
a
tio
n
.
In
th
e
fo
llow
in
g
w
e
u
se
th
e

la
tter
m
o
d
el
a
s
it
is
a
ccu
ra
te,
y
et
ea
sy
to
co
m
p
u
te.
W
e
u
se

th
e
f
z
m
a
x
a
n
d
f
z
m
in
o
p
era
tio
n
s
to
�
n
d
a
fu
zzy
b
o
u
n
d
in
g

b
ox
fo
r
th
e
n
o
d
e
a
n
d
its
fa
n
o
u
ts.
T
h
is
b
o
u
n
d
in
g
b
ox
is
sp
eci-

�
ed
b
y
tw
o
fu
zzy
p
o
in
ts
rep
resen
tin
g
th
e
low
er
left
a
n
d
u
p
p
er

rig
h
t
co
o
rd
in
a
tes.
T
h
e
h
a
lf
p
erim
eter
o
f
th
is
fu
zzy
b
o
u
n
d
in
g

b
ox
w
h
ich
is
co
m
p
u
ted
u
sin
g
fu
zzy
a
rith
m
etic
is
th
en
u
sed

to
estim
a
te
th
e
fu
zzy
w
irin
g
len
g
th
b
etw
een
th
e
n
o
d
e
a
n
d
its

fa
n
o
u
ts.

It
is
d
esira
b
le
to
in
crem
en
ta
lly

u
p
d
a
te
th
e
p
o
sitio
n

o
f

m
a
tch
ed
g
a
tes
w
h
ile
th
e
d
elay
cu
rv
es
a
re
b
ein
g
ca
lcu
la
ted
[6
].

T
h
is
o
p
era
tio
n
w
ill
resu
lt
in
g
a
te
p
o
sitio
n
s
w
h
ich
m
o
re
a
ccu
-

ra
tely
re

ect
th
e
p
o
sitio
n
o
f
th
e
p
rim
itiv
es
a
fter
th
e
m
a
p
p
in
g

p
ro
ced
u
re.
F
o
r
th
is
p
u
rp
o
se,
o
n
ce
a
g
a
te
g
is
m
a
p
p
ed
a
t
a

n
o
d
e
n
,
th
e
fu
zzy
p
o
sitio
n
o
f
g
is
u
p
d
a
ted
b
y
p
la
cin
g
g
a
t
th
e

m
ed
ia
n
o
f
th
e
fu
zzy
p
o
sitio
n
s
fo
r
its
fa
n
in
s
a
n
d
fa
n
o
u
ts
a
s
th
is

is
th
e
o
p
tim
a
l
lo
ca
tio
n
fo
r
a


o
a
tin
g
n
o
d
e
w
ith
resp
ect
to
a
set

o
f
�
x
ed
n
o
d
es
w
h
ich
a
re
co
n
n
ected
to
it.

D
ecisio
n
s
m
a
d
e
d
u
rin
g
th
e
p
reo
rd
er
trav
ersa
l
h
av
e
fu
zzy

g
o
a
ls.
T
h
is
is
d
u
e
to
th
e
fa
ct
th
a
t
g
iv
en
th
e
req
u
ired
a
rriva
l

tim
e
a
t
th
e
o
u
tp
u
t
o
f
a
n
o
d
e,
th
e
req
u
ired
a
rriva
l
tim
e
a
t
th
e

fa
n
in
s
a
re
o
b
ta
in
ed
b
y
su
b
tra
ctin
g
th
e
d
elay
th
ro
u
g
h
th
e
g
a
te

fro
m
th
e
req
u
ired
tim
e
a
t
th
e
o
u
tp
u
t.
S
in
ce
th
e
d
elay
th
ro
u
g
h

th
e
g
a
te
is
fu
zzy,
th
e
req
u
ired
a
rriva
l
tim
es
a
t
th
e
in
p
u
t
o
f

th
e
g
a
te
w
ill
b
eco
m
e
fu
zzy
n
u
m
b
ers.
T
h
e
fu
zzy
req
u
ired
tim
es

fo
r
sig
n
a
ls
in
th
e
low
er
lev
els
re

ects
th
e
in
ex
a
ct
in
fo
rm
a
tio
n

a
b
o
u
t
th
e
g
a
te
d
elay
s
a
t
th
e
h
ig
h
er
lev
els.

T
h
e
n
etw
o
rk
is
m
a
p
p
ed
o
n
e
lo
g
ic
co
n
e
a
t
a
tim
e
w
h
ere
a
lo
g
ic

co
n
e
refers
to
a
circu
it
o
u
tp
u
t
a
n
d
a
ll
n
o
d
es
in
its
tra
n
sitiv
e

fa
n
in
.
S
in
ce
lo
g
ic
co
n
es
in
a
n
etw
o
rk
in
tersect,
it
is
p
o
ssib
le
fo
r

a
n
o
d
e
to
b
e
in
tw
o
lo
g
ic
co
n
es
c
i
a
n
d
c
j .
If
lo
g
ic
co
n
e
c
i
h
a
s

a
lrea
d
y
b
een
p
ro
cessed
w
h
ile
m
a
p
p
in
g
co
n
e
c
j ,
it
is
p
o
ssib
le

to
a
rriv
e
a
t
a
n
o
d
e
n
w
h
ich
is
a
lrea
d
y
m
a
p
p
ed
.
In
th
is
ca
se,
if

th
e
a
rriva
l
tim
e
fo
r
th
e
cu
rren
t
m
a
p
p
in
g
o
f
n
o
d
e
n
m
eets
th
e

tim
e
req
u
ired
a
t
n
b
y
co
n
e
c
j ,
th
e
cu
rren
t
m
a
p
p
in
g
is
a
ccep
ted
.

H
ow
ev
er
if
th
e
m
a
p
p
in
g
so
lu
tio
n
d
o
es
n
o
t
sa
tisfy
th
e
req
u
ired

a
rriva
l
tim
e
fo
r
co
n
e
c
j ,
th
e
m
a
p
p
in
g
p
ro
ced
u
re
w
ill
co
n
tin
u
e

u
n
til
a
n
o
d
e
is
rea
ch
ed
th
a
t
m
eets
th
e
tim
in
g
req
u
irem
en
ts
o
r

th
e
p
rim
a
ry
in
p
u
ts
a
re
rea
ch
ed
.

A
fter
ea
ch
co
n
e
is
m
a
p
p
ed
,
th
e
fu
zzy
reg
io
n
a
sso
cia
ted
w
ith

ea
ch
o
f
th
e
rem
a
in
in
g
n
o
d
es
is
red
u
ced
in
size
to
re

ect
th
e
fa
ct

th
a
t
th
e
cu
rren
t
n
etw
o
rk
is
m
o
re
sim
ila
r
to
th
e
�
n
a
l
m
a
p
p
ed

n
etw
o
rk
.
C
o
n
seq
u
en
tly
a
s
m
o
re
co
n
es
a
re
m
a
p
p
ed
,
th
e
w
irin
g

in
fo
rm
a
tio
n
w
ill
b
eco
m
e
less
fu
zzy.

5

R
e
su
lts

T
h
e
p
ro
ced
u
re
d
escrib
ed
in
th
is
p
a
p
er
w
a
s
im
p
lem
en
ted
in
a

p
ro
g
ra
m
ca
lled
f
z

m
a
p
a
n
d
th
e
resu
lts
w
ere
co
m
p
a
red
to
th
o
se

o
f
th
e
s
is
m
a
p

[1
3
]
a
n
d
p
l

m
a
p

w
h
ich
is
sim
ila
r
to
a
d

m
a
p
,

b
u
t
g
en
era
tes
d
elay
cu
rv
es
w
ith
crisp
w
ire
va
lu
es.
T
h
e
sa
m
e

o
p
tim
ized
blif
�
les
w
ere
u
sed
a
s
in
p
u
t
fo
r
a
ll
ca
ses.
T
h
e
cir-

cu
its
w
ere
�
rst
o
p
tim
ized
u
sin
g
th
e
s
c
r
i
p
t
.
r
u
g
g
e
d

[1
1
].
T
h
ey

w
ere
th
en
d
eco
m
p
o
sed
in
to
N
A
N
D

g
a
tes
a
n
d
m
a
p
p
ed
u
sin
g

s
is
m
a
p
,
p
l

m
a
p
a
n
d
f
z

m
a
p
.
F
in
a
lly,
th
e
circu
its
w
ere
p
la
ced

u
sin
g
G
o
r
d
ia
n
L

p
lu
s
D
o
m
in
o

[1
2
]
a
n
d
ro
u
ted
u
sin
g
Y
a
c
r

[7
].
A
ll
resu
lts
a
re
rep
o
rted
a
fter
lay
o
u
t
is
co
m
p
leted
.
T
a
b
le
1

p
resen
ts
th
e
to
ta
l
g
a
te
a
rea
a
n
d
th
e
lo
n
g
est
p
a
th
d
elay
a
fter

tech
n
o
lo
g
y
m
a
p
p
in
g
.
A
ll
en
tries
in
th
e
ta
b
le
a
re
n
o
rm
a
lized

w
ith
resp
ect
to
th
e
resu
lts
fo
r
s
is

m
a
p
.
T
h
e
resu
lts
fo
r
f
z

m
a
p

sh
ow
o
n
av
era
g
e
9
%
a
n
d
2
4
%

(2
%
a
n
d
1
%
)
b
etter
in
term
s
o
f

a
rea
a
n
d
d
elay
co
m
p
a
red
to
s
is
m
a
p

(
p
l

m
a
p
).
(crisp
)
w
ire

lo
a
d
va
lu
es.
T
a
b
le
2
co
n
ta
in
s
th
e
C
P
U
tim
e
sp
en
t
o
n
a
S
p
a
rc

S
ta
tio
n
II
w
ith
6
4
M
B
y
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activity calculation under a real delay model (which accounts
for hazards) cannot be performed exactly as it requires a very
time consuming and memory intensive symbolic simulation [5].
It can, however, be approximately performed, say, using the
tagged probabilistic simulation [14]. Fuzzy switching activi-
ties can be calculated and used to derive fuzzy power-delay
curves. Other applications of the fuzzy framework proposed
here, can be found in timing analysis, common subexpression
extraction, etc.
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Post Mapping (Timing Mode)
Ex. sis map pl map fz map

area delay area delay area delay
mm2 ns mm2 ns mm2 ns

9symml 0.21 21.41 0.87 0.74 0.78 0.82
C1908 0.55 35.58 1.03 0.89 0.96 0.87
C2670 0.84 29.56 0.73 0.78 0.74 0.72
C880 0.42 45.60 0.93 0.75 1.03 0.66
apex6 0.85 24.50 0.75 0.71 0.77 0.72
b9 0.14 9.14 1.04 0.55 1.01 0.56
rot 0.72 27.33 0.92 0.77 0.91 0.73
apex7 0.26 16.92 0.94 0.80 0.99 0.72
count 0.14 27.87 0.99 0.45 0.92 0.48
frg1 0.15 9.72 0.81 0.88 0.82 0.84
misex3 0.64 24.89 0.91 0.81 0.91 0.86
ritex 0.06 8.64 1.25 0.79 1.18 0.81
ttt2 0.22 19.26 0.95 0.58 0.89 0.63
x1 0.34 11.56 0.89 0.72 0.89 0.71
x4 0.71 14.89 0.84 1.15 0.79 1.15
Avg. 1.00 1.00 0.93 0.77 0.91 0.76

Table 1: Normalized Post Mapping results in timingmode

Ex. sis map pl map fz map

s s s
9symml 9.4 44.40 104.80
C1908 21.8 213.40 553.06
C2670 32.6 222.00 552.35
C880 18.1 105.50 253.52
apex6 32.5 116.20 231.78
b9 6.3 9.80 10.20
rot 29.0 122.50 255.83
apex7 10.4 20.91 53.81
count 6.9 12.81 36.37
frg1 7.3 10.60 24.67
misex3 25.1 174.51 453.56
ritex 3.9 9.00 21.53
ttt2 10.5 23.03 57.43
x1 14.8 62.50 163.94
x4 26.0 62.50 163.94

Table 2: CPU times for technology mapping

Post Layout (Timing Mode)
Ex. sis map pl map fz map

area delay area delay area delay
mm2 ns mm2 ns mm2 ns

9symml 0.70 28.49 0.95 0.81 0.83 0.82
C1908 2.03 50.05 1.13 0.90 1.01 0.88
C2670 5.15 45.35 0.73 0.78 0.76 0.69
C880 1.55 59.45 0.93 0.75 1.04 0.69
apex6 3.48 37.87 0.84 0.67 0.84 0.64
b9 0.42 11.58 1.21 0.67 1.17 0.59
rot 4.17 42.20 1.03 0.73 0.86 0.70
apex7 0.89 23.25 1.69 0.72 1.71 0.68
count 0.39 33.95 1.07 0.46 0.95 0.47
frg1 0.54 13.24 0.91 0.86 0.84 0.80
misex3 2.88 42.26 0.98 0.76 0.92 0.76
ritex 0.15 9.50 1.23 0.84 1.22 0.82
ttt2 0.70 25.18 1.00 0.56 0.91 0.59
x1 1.87 17.84 1.00 0.72 1.00 0.70
x4 2.48 23.14 0.91 1.06 0.86 1.08
Avg. 1.00 1.00 1.05 0.77 0.99 0.74

Table 3: Normalized Post Layout results
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