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Abstract - This paper presents a placement-driven
technology mapping procedure based on fuzzy delay
curves. The fuzziness has been introduced to deal
with the inherent vagueness in wiring loads (derived
from a dynamically updated placement) and used by
the mapper to calculate the signal arrival times. In
the process we describe a number of fuzzy operations
which are needed to generate the fuzzy delay curves
and to select a minimum area mapping solution satis-
fying a set of timing constraints. This procedure has
been implemented and the results are on average 1%
and 26% (5% and 3%)better in terms of area and de-
lay compared to a technology mapping procedure with
zero (crisp) wire load values.

1 Introduction

In the past, researchers have separated logic synthesis from
physical design and have relegated interconnect optimization
to the physical design phase. However, with recent studies
[10, 4] indicating that interconnections occupy more than half
the total chip area and account for a significant part of the chip
delay, it is appropriate that wiring be incorporated into the
cost function for logic synthesis [1, 6]. This is because phys-
ical design which is expected to address these issues, comes
much later in the design hierarchy. By then, many of the key
architectural and structural decisions have been made, hence,
limiting the capability of the physical design tools to generate
the “best” solutions in terms of area and performance.

To elaborate on the importance of the wiring load, consider
a two-input NAND gate driving an inverter gate through 0.2
cm of aluminum interconnect (2 g wide, 0.5 pm thick, with
a 1.0 pm thick field oxide beneath it). 0.2 cm is the expected
length of a local interconnect line on a 2cm x 2cm chip [2]. We
calculate the rise time (to 50% of its final value) at the input
of the inverter gate using two methods. One method ignores
the capacitance of the interconnect line and uses

delay = 74 + Ry x Cy = 0.4ns

where 74 is the intrinsic gate delay, Ry is the on-resistance of
the driver gate, and C; 1s the input capacitance of the fanout
gate. The second method [9] uses

delay = 7 + Rout X (Cinput + Cunit X length) = 1.0ns

where C\y;+ 18 the interconnect capacitance per unit length
and length is the interconnect length. Gate and interconnect
parameters are taken from data sheets for an industrial 1.0
micron ASIC library: 74 = 0.3ns, Ry, = 1KQ, C; = 0.1pF,
Cunit = 3.0pF/cm. The delay calculations clearly show that
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the interconnect capacitance dominates the gate input capac-
itance.

In summary, with the existing technology, the capacitive
term is dominated by the capacitance between the intercon-
nection and substrate. For local aluminum lines, the resistive
term is dominated by the on-resistance of the MOS transistor.
As the chip dimension increases and the minimum feature size
decreases, the interconnection capacitance bottoms at about 1
- 2 pF/cm while the input gate capacitance decreases. There-
fore, the RC delay of interconnect lines will become even more
dominant in the future.

Given a boolean network representing a combinational logic
circuit optimized by technology independent synthesis proce-
dures and a target library, the technology mapping process
binds the nodes in the network to gates in the library such
that the area of the final implementation is minimized and
timing constraints are satisfied.

In [13] an approach is presented to solve the technology
mapping problem for minimizing area under delay constraints.
The authors first compute a range of “interesting” values for
the required times at each node (by finding the minimum area
and the minimum delay mapping solutions) and then divide
this range into equal intervals. The best mapping solution
for each of the required times are generated and stored at
the node during a postorder traversal (from primary inputs
to primary outputs) of the tree. The final mapping solution
is generated during a preorder (from primary outputs toward
primary inputs) traversal of the tree. In order to obtain high
quality mapping solutions, this method requires a small time
step resulting in large number of delay-area points.

[3] examines the problem of mapping a Boolean network to
a circuit implementation using gates from a finite size cell li-
brary. The objective is to minimize the total gate area subject
to constraints on signal arrival time at the primary outputs.
This approach consists of two steps. In the first step, delay
curves (that capture gate area — arrival time tradeoffs) at all
nodes in the network are computed. In the second step, the
mapping solution is generated based on the computed delay
curves and the required times at the primary outputs. For
a NAND-decomposed tree, subject to load calculation errors,
this two step approach finds the minimum area mapping sat-
isfying any delay constraint if such a solution exists. The algo-
rithm has polynomial run time on a node-balanced tree and is
easily extended to mapping a network modeled by a directed
acyclic graph.

In [6] an attempt is made to increase the interaction between
logic synthesis and technology mapping. The idea is to gener-
ate a “companion” placement solution for the circuit before it
is mapped. This placement is then used to evaluate the cost of
a matching gate during the mapping process. The placement
is dynamically updated in order to maintain the correspon-
dence between the logic and layout representations. In the
end, a mapped network along with a placement solution are



generated. The placement solution is then globally relaxed in
order to produce a feasible placement according to the target
layout style (e.g., standard-cell or sea-of-gates). Using these
techniques, circuits with smaller area and higher performance
have been synthesized.

A difficulty with the placement-driven approach is that after
mapping, the network is very different from the one we started
with. This makes the wiring estimation process during map-
ping inherently imprecise. The technology mapping results
are therefore sensitive to the methods used for estimating the
wiring and updating the placement. Fuzzy theory provides an
effective method to remedy this difficulty by reducing the re-
liance on crisp wire values calculated based on the placement
solution. Instead, the placement merely provides information
about the wiring cost either in the form of a range of wire
length values or in the form of a qualitative classification of
wire length values (long, medium, or short).

In this paper we describe a placement-driven technology
mapping procedure based on fuzzy logic. We start by cal-
culating fuzzy locations for the nodes in the network. Using
these fuzzy locations, we obtain a fuzzy wiring load for each
gate which will in turn be used to calculate a fuzzy arrival
time at the output of each gate. Based on this information we
calculate fuzzy area-delay curves at all nodes using a postorder
traversal of the network and then find a minimum area solu-
tion satisfying timing constraints during a preorder traversal
of the network.

The same fuzzy logic framework can be applied to many
other problems in logic synthesis, timing and power analy-
sis and physical design where some parameter of interest or
the objective function are imprecisely defined. The technol-
ogy mapping procedure presented in this paper only serves as
an example (see section 6).

The flow of the paper is as follows. In section 2 we review
the process of technology mapping using area-delay curves.
This process will be extended to include the fuzzy wiring load.
In section 3, we describe the principles of fuzzy theory. Ex-
tensions of arithmetic operations in the crisp domain to the
fuzzy domain are also presented. In section 4 details of fuzzy
area-delay curve computation and fuzzy gate selection are pre-
sented. Experimental results and concluding remarks are given
in sections 5 and 6.

2 Technology Mapping using Area Delay

Curves

The technology mapping procedure used in this paper is
based on the AD_MAP approach given in [3]. In the remainder
of this section, we give an overview of that approach.

With each node in the network, we store a delay curve. A
point on the delay curve represents the arrival time at the out-
put of the node and the total gate area which is required to
map its transitive fanin cone up to (and including) the node.
In addition to the area and delay value, the matching gate and
input bindings for the match are also stored with each point
on the curve. Points on the curve represent various mapping
solutions with different tradeoffs between area and speed. We
are interested in a mapping with minimum area satisfying de-
lay requirements. Consequently, we can drop point P; on the
curve if there exists another point P, on the curve with lower
area but equal or lower delay. By dropping inferior points, the
delay curve can always be made monotonically non-increasing
without loss of optimality.

The technology mapping procedure consists of two graph
traversal steps. Initially a postorder traversal of the NAND-
decomposed network is performed, where for each node n and
for each gate g matching at n (a candidate match), a new delay
curve is produced by appropriately merging the delay curves
at the inputs(n,g). The delay curves for successive gates g

matching at n are then merged by applying a lower-bound
merge operation on the corresponding delay curves. At a given
node n, the resulting delay curve will describe the arrival time-
area tradeoffs in propagating a signal from the network inputs
to the output of n. The delay curve computation and merging
are performed recursively until a circuit output is reached. The
set of (t,a) pairs corresponding to the composite delay curve at
the circuit output will define a set of arrival time-area tradeoffs
for the user to choose from.

Given the required time ¢ at the circuit output, a suitable
(t,a) point on the delay curve for the circuit output is chosen.
The gate g matching at the circuit output which corresponds
to this point and its inputs are thus identified. The required
times ¢; at the inputs are computed from ¢, g, and the fact that
these inputs must now drive gate g. The preorder traversal
resumes at inputs of g where ¢; is the constraining factor and
a matching gate ¢g; with minimum a; satisfying ¢; is sought.

In the above technology mapping procedure, all parameters
are crisp numbers. In our approach, we model the unknown
wire loads as fuzzy numbers. We thus generate fuzzy delay
curves during a postorder traversal of the subject network us-
ing fuzzy arithmetic operations. In the process, it becomes
necessary to remove inferior points from these curves. This
will require sorting of the area-delay points. Fuzzy decision
making is used at this stage to rank the points based on their
area and delay values. Gates are assigned to nodes in the cir-
cuit during the preorder traversal of the network using fuzzy
decision making.

In order to be able to compute the fuzzy delay curves, it
is necessary to generalize the operations used by the AD_MAP
to the fuzzy domain. This will require a valid and efficient
representation of the fuzzy numbers in addition to methods
which will assist in operating on and making decisions based
on the fuzzy parameters as explained in the next section.

3 Fuzzy Logic

In general, it 1s difficult to model the real world by a precise
model. One difficulty is that in real life problems, parameters
are not exactly known. We might plan to minimize power
consumption in a circuit where the switching rate of the circuit
input i1s “approximately 0.25”. Another difficulty is that in
many cases goals are not clearly expressed. For example, the
goal of an optimization process might be to achieve “a delay
of essentially 10 nanoseconds or less”. Fuzzy theory helps us
deal with this imprecision in parameters and goals. These are
represented by fuzzy numbers and fuzzy goals.

In the following section, extensions of the crisp arithmetic
operations to fuzzy domain are described.

3.1 Fuzzy Numbers

A fuzzy number n is defined by a membership function
i () where z is a real number ! The value of the membership
function represents the possibility of the event represented by
this fuzzy number to assume a value of #. The membership
function is normalized such that 0 < ps(z) < 1. The term
“possibility” is used to emphasize the fact that the value of
the membership function is not a probability value. In general
if an event a has probability p, and event b has probability
pb, then probability of either event is p, + p» and probabil-
ity of both events is p,.ps. On the other hand, if p, and ps
represent the possibility of these events, then the possibility
of either event is Maz(pa, ps) and possibility of both events is
Min(pa, ps).

For practical purposes it is generally more appropriate to
resort to a specific kind of membership function. Indeed, tri-
angular fuzzy numbers [16] are often used.

I'We will represent fuszy numbers with ~ to differentiate them
from crisp numbers.



Figure 2: Fuzzy Absolute Value Opera

Given fuzzy numbers n(z) = (m,l,r), we define
bers fipos(x) and fineq(x) as follows:

pa(x) >0
Higos (£) = z <0.

i(—z) x>0
Hines () =1 z <0.

Then abs_value(n(z)) = max(Rpos(), Mneg(x))
ple of this calculation is shown in Figure 2 whe
represents the triangular approximation of the fu



Figure 4: Fuzzy Max Merge Oy

Given fuzzy numbers 11, = (m1,11,r1) anc

1 > n2 & Da, > Da,
where Dy = m + (r —1)/2. Using this c
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numbers.

4 Fuzzy Delay Curves
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Figure 5: Fuzzy Node Location

Once the fuzzy coordinates of a node and its fanouts are
known, the wire length can be efficiently calculated by using
a number of models. These models include the star connec-
tion model, the single trunk Steiner tree model and the en-
closing rectangle approximation. In the following we use the
latter model as it is accurate, yet easy to compute. We use
the fz_max and fz_min operations to find a fuzzy bounding
box for the node and its fanouts. This bounding box is speci-
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