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Abstract — This paper describes the use of Unified Sys-
tem Construction tools under development at the Univer-
sity of Southern California. The goal of the project is to
automate the construction of heterogeneous, application-
specific systems. Key elements of the USC system in-
clude multiprocessor synthests, multi-chip datapath syn-
thests, memory-intensive synthesis, and multi-chip par-
tittoning. The tools were applied to design of an image
compression chip set, and results of using these tools are
reported on here. Qur results are comparable to manual
designs reported in the literature.

1 Introduction

Communications, entertainment, and other electronic
systems are in widespread use. These systems are gen-
erally multi-chip, heterogeneous, and application-specific.
Chip-level synthesis tools are invaluable for the rapid pro-
duction of such systems, and such tools are becoming
available for general use. System-level tools can also be
used to significantly increase a designer’s ability to meet
a schedule along with a set of performance and cost con-
straints, but only a few of these tools have been available
in the past.

The Unified System Construction (USC) project at the
University of Southern California involves the produc-
tion of an integrated set of system-level tools for synthe-
sizing multi-chip, heterogeneous application-specific sys-
tems which meet cost, performance and power constraints.
This paper presents the use of these system-level tools to
perform a multi-chip design exercise, a JPEG image com-
pression chip set. The focus of the USC project 1s on real-
time systems, such as entertainment and communication
technologies, but does not exclude other applications re-
quiring specialized system design. A block diagram of the
system 1s shown in Figure 1.
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The user of the USC software first selects a style for the
system. Styles currently supported include
e heterogeneous multiprocessors consisting of

— processors interconnected with point-to-point
connections, operating in a non-pipelined fash-
ion.

— non-pipelined processors in a ring,

— non-pipelined processors connected by a bus,

— pipelined processors with point-to-point connec-
tions,

e multiple custom VLSI chips, communicating asyn-
chronously,

e multiple custom VLSI chips, communicating syn-
chronously, with common clock, and

e memory-intensive modules consisting of a custom
VLSI chip and a separate memory chip.

Many other styles of systems are currently under de-
velopment. Once a style is selected, specialized tools
are invoked to complete the design process. Ultimately,
any custom VLSI chips which must be synthesized are
then processed by the ADAM high-level synthesis sys-
tem, which produces a cell netlist. This netlist is input to
the Cascade Design Automation Chipcrafter Silicon Com-
piler, and a chip layout is produced.

The following sections give an overview of each major
style of design, in the order each was applied to the com-
pression example. The remaining sections describe the
image compression system to be designed and detail var-
ious design activities conducted using the USC tools.

2 Synthesis of Memory-Intensive Sys-

tems

A subset of the USC tools performs automatic synthe-
sis of memory-intensive application-specific systems, with
emphasis on hierarchical storage architecture design. The
storage architecture is closely connected to the datapath
of the system, and isolating its synthesis from datapath
synthesis may not result in an efficient solution. There-
fore, the design of the datapath and storage architecture



Figure 2: SMASH: Synthesis of Memory-intensive Appli-
cation Specific Hardware



Figure 3: A flow chart of the synthesis system for asyn-
chronous multi-chip designs

3 Synthesis of Asynchronous Multi-chip
Systems

In practice, we find that many DSP and other ASIC de-
signs consist of multiple concurrent and interacting pro-
cesses. Though high-level synthesis has received enormous
attention over the years, most approaches were concen-
trated on synthesizing single process (one thread of con-
trol) designs. Synthesizing a design with multiple concur-

rent processes poses many new challenges. For example,
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Table 7: 2D-DCT implementations from SOS

required in order to obtain the final layouts from the RTL
datapaths. It was clear from the exercise that many more
dimensions of the design space could have been searched
by our tools, given more time. For example, SOS pro-
duced a variety of architectures for 2D-DCT that can be
used to meet different design requirements. Our estima-
tion tools, which were not used, will provide valuable in-
formation early for our tools when used in actual design
situations.
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