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Abstract
In this paper, we show a novel approach to accelerate loops by tightly coupling a coprocessor to an ASIP. Latency hiding is used to exploit the parallelism available in this architecture. To illustrate the advantages of this approach, we investigate a JPEG encoding algorithm and accelerate one of its loops by implementing it in a coprocessor. We contrast the acceleration by implementing the critical segment as two different coprocessors and a set of customized instructions. The two different coprocessor approaches are: a high-level synthesis (HLS) approach; and a custom coprocessor approach. The HLS approach provides a faster method of generating coprocessors. We show that a loop performance improvement of 2.57x is achieved using the custom coprocessor approach, compared to 1.58x for the HLS approach and 1.33x for the customized instruction approach compared with just the main processor. Respective energy savings within the loop are 57%, 28% and 19%.

Categories and Subject Descriptors
C.1.3 [Processor Architectures]: Other Architecture Styles

General Terms
Performance, Design, Experimentation

Keywords
Hardware/software partitioning, coprocessor, architecture, ASIP, loop optimization, loop pipelining, loop acceleration, latency hiding, tightly coupled

1. Introduction
The industry has long sought to improve performance of systems to satisfy increasing computational demands of consumer applications. Such demands have been traditionally met by using more powerful microprocessors, using custom designed ASICs or by the use of special purpose techniques. Through the years, techniques have been developed to achieve exponential speedup for microprocessors. Such techniques include caching, pipelining, instruction-level parallelism and superscalar architectures.

General Purpose Processors (GPPs) are programmable but consume more power than ASICs. Application Specific Integrated Circuits (ASICs) are designed for specific applications, where the area and performance can be easily optimized but are costly to design and are non-programmable, making upgradability an impossible task.

Application Specific Instruction-set Processors (ASIPs) combine the flexibility of GPPs and the performance of ASICs by replacing under-utilized resources by components which can directly improve the performance of a particular application. An ASIP will execute an application for which it was designed for with great efficiency (although they are capable of executing any other program - albeit with reduced performance). ASIPs are suitable for systems which require customization to improve performance, and removal of unnecessary components to reduce area utilization and power consumption. The flexibility that an ASIP inherits from a programmable base processor provides it with the ability for future upgrades. Each new instruction and component added or removed would change the existing Instruction Set Architecture (ISA) for the application, thus the name: Application Specific Instruction-set Processors. Tools such as Nios [1], ARCTangent [2], Jazz [3], SP5flex [4], Tensilica [5] and ASIPmeister [6] allow the rapid creation of ASIPs.

Motivation
The current trend to speedup ASIPs is to provide extended instructions to execute a group of instructions frequently occurring in the code. Coprocessors are also used when the application needs special functionality such as floating point arithmetic and sum-absolute-difference instructions. The authors in [7] have shown that supplementing an ASIP with a dedicated coprocessor will reduce power consumption but with less flexibility if the algorithm has to be changed.

In this paper, we show a novel method to accelerate a loop by attaching a coprocessor to an ASIP, which is specially designed for the JPEG encoder from the Medibench [25] benchmark suite. We start off with the base processor which is generated using the approach in [26] and is based on the Portable ISA (PISA), making it possible to integrate new architectures due to the freely available source design. The JPEG encoder is profiled and the loop segment which has the highest optimization potential (Huffman encoder) is selected for acceleration and converted to a coprocessor. A novel coprocessor architecture is introduced. We then show how parallelism can be achieved when a coprocessor assists the base processor during the loop execution. Performance is mainly achieved through loop pipelining and memory latency hiding. We create a coprocessor in two different ways and compare the performance, area and power improvements. The first method uses an off the shelf HLS system to create a coprocessor using a C-to-VHDL conversion and the second method uses a custom method to create a coprocessor. To compare with the above coprocessor ap-
proaches, we also accelerate the application by implementing the loop as customized instructions.

The rest of this paper is organized as follows: Section 2 gives a summary of the existing works on coprocessors and loop accelerations; Section 3 describes the JPEG benchmark program and how a loop is chosen to be implemented in a coprocessor; Section 4 provides a detailed approach of using the HLS framework in the coprocessor creation; Section 5 explores the custom architectural approach of implementing such a coprocessor; Section 6 provides a detail analysis of both of the coprocessor architectures used; Section 7 describes the experimental procedures and the tools used to obtain the results; Section 8 describes the flow for power, area and performance analysis, and presents the results; and Section 9 concludes the paper.

2. Related Work

Coprocessors have been used in applications to speed up computation, offloading much of the work performed by the main processor in the system. They come in many flavors (e.g. instruction based, functional based, SIMD based and vector processor based).

Typical coprocessor examples are: graphic accelerators [24, 37]; numeric & floating point units (FPUs) [25]; Digital Signal Processors (DSPs) [27]; and Multiply & Accumulate (MAC) units [9].

Early approaches to hardware-software partitioning was demonstrated in [14-16, 29] by the extraction of loop segments into coprocessors. However, most of these approaches often did not fully achieve maximum possible performance improvements.

In [33], the authors implemented a framework to profile a program dynamically. The executed loops are detected via an onboard hardware profiler, decompiled and synthesized onto an FPGA coprocessor in the SOC. A dynamic partitioning approach is used to extract the appropriate loops. However, the system has a limited amount of memory to cache the loops and thus deals with much smaller regions of code. The framework only executes a single cycle loop body and the number of iterations of the loop has to be determined before the loop executes.

CriticalBlue [15] provides a complete methodology with a toolset for converting functions to individual coprocessors. Being software programmable, the coprocessors generated by the system have some flexibility to accommodate changes to standards.

The authors in [28] proposed a processor-coprocessor architecture for high-end video applications. High level synthesis was used to map algorithms in the application to the coprocessor and to minimize the number of computing units on the chip. For example, the number of ALUs were increased until the ALUs were no longer the bottleneck. However, the work did not address how the overall program is actually executed on the system.

In contrast to the above approaches which utilizes dedicated buses, [18, 36, 31] explored closely coupled components with the host CPU using FPGAs as the reconfigurable components. Extended instructions could be created and performed by these blocks which share the register files and pipeline registers of the host CPU. However, performance is limited to the higher latency FPGAs with respect to the ASIC host processor. Similar to this category of tightly coupled components, our work explores a new architecture for accelerating loops via a coprocessor component in tandem with the host CPU. The coprocessor would run at the same clock rate as the host CPU as it is also implemented as an ASIC.

As far as JPEG and image processing are concerned, accelerations have been achieved through the use of hardware IP cores. These specialized chips [6, 21, 32] are ASIC implementations of their software counterparts [4, 25]. The hardware encoders are fast and efficient but highly inflexible if major changes are made to the system. A slightly flexible approach would be processors which use loop accelerators [24, 27, 37] for image processing purposes. Such approaches require existing programs to be modified extensively to work with coprocessors.

Our approach differs from the above codesign works in the following ways:

1. we introduce a hardware software codesign architecture with a tightly coupled coprocessor which shares the main processor’s register file; and
2. we show a latency hiding approach (taking advantage of the tightly coupled architecture) for the first time in an ASIP environment to enhance application performance.

In order to show the efficacy of our approach, we performed a case study using customized instructions, high-level synthesis approach and a custom coprocessor approach to analyze performance, power and area utilization.

3. The JPEG Encoder

The JPEG compression algorithm which is being used in this case study is a lossy compression scheme which removes redundant information unseen to the human eye. This scheme has its advantages for naturally occurring images which have a variety of shades. This algorithm is ubiquitous in most digital imaging products.

The benchmark program accepts a Portable PixMap (ppm) image (raw file). It reads the file, together with other parameters and outputs the corresponding JPEG file. The application in general has two main sections: lossy compression stage (DCT transformation + quantization) and the lossless compression stage (Huffman encoding). It cannot be easily determined from the source of the program about how the program is structured due to the complex nature of function calls. Thus, a designer would need to entirely understand the program and algorithm in order to produce a fully customized coprocessor for such an application.

3.1 Loop Identification

The benchmark program is profiled using tools we developed to support the current ISA as well as to extract the necessary information not provided by other tools. We created a tool based on a loop detection scheme proposed in [35]. We then performed a detailed profile of the inner most loops in the program against a set of RAW images of different sizes.

Ideally, the theoretical maximum speedup gained from optimizing the loop would be the percentage of program runtime with respect to the new program runtime after removal of the loop runtime. This assumes that the loop execution can be eliminated completely. However, we choose a more realistic definition. We assume that the theoretical maximum improvement is achieved when all non-memory operations are eliminated completely. This is when all computations (non-memory operations) are moved to the coprocessor (see Section 4.1). The profiling stage detects the loop instructions executed (LIE), the memory operations executed in the loop (Memory LIE) and the total number of instructions executed (TIE). TIE consists of LIE and instructions in the rest of the code.

The theoretical maximum improvement (TMI) is:

\[ TMI = \left( \frac{TIE}{TIE - (LIE - Memory\ LIE)} - 1 \right) \times 100\% \] (1)

where \( TIE = LIE + non-LIE \)

The TMI determined will be used to select the loop which has the greatest potential to achieve the highest speedup in our loop acceleration case study. For the image rose.ppm image provided with the benchmark application, which has a resolution of 227 \( \times \) 149
(33,823) pixels, Table 1 shows the seven most critical loops in the JPEG encoder. The last three columns in the table shows the percentage runtime of the loop with respect to the whole program, the percentage of non-memory operations in the loop and the theoretical maximum improvement which can be obtained. The loop starting at line 643 of jchuff.c has the highest TMI value and is thus selected for our case study.

<table>
<thead>
<tr>
<th>Loops</th>
<th>Cycles</th>
<th>RT%</th>
<th>COMP%</th>
<th>TMI%</th>
</tr>
</thead>
<tbody>
<tr>
<td>jchuff.c:643</td>
<td>4213978</td>
<td>19.77</td>
<td>78.82</td>
<td>18.46</td>
</tr>
<tr>
<td>jdcint.c:232</td>
<td>1329496</td>
<td>6.24</td>
<td>87.71</td>
<td>5.79</td>
</tr>
<tr>
<td>jfdctint.c:220</td>
<td>1101194</td>
<td>5.17</td>
<td>90.11</td>
<td>4.88</td>
</tr>
<tr>
<td>jfdctint.c:155</td>
<td>1087578</td>
<td>5.10</td>
<td>89.98</td>
<td>4.81</td>
</tr>
<tr>
<td>jchuff.c:666</td>
<td>982544</td>
<td>4.61</td>
<td>91.65</td>
<td>4.41</td>
</tr>
<tr>
<td>jchuff.c:684</td>
<td>509413</td>
<td>2.39</td>
<td>91.73</td>
<td>2.24</td>
</tr>
<tr>
<td>jchuff.c:673</td>
<td>508646</td>
<td>2.39</td>
<td>91.71</td>
<td>2.24</td>
</tr>
</tbody>
</table>

Table 1: Loop runtimes

4. High-level Synthesis Approach

A high-level synthesis approach is used to convert the loop written in ANSI-C code to synthesizable VHDL code. Slight modifications are performed to the loop code before the VHDL component can be generated. Each I/O pin of the generated component corresponds to the inputs and outputs defined as arguments to the loop function definition (see Figure 3). These functional blocks can be used as functional units which provide extra processing power to a System-on-Chip (SOC) Architecture.

The VHDL component has a start signal to control the execution of the component and a done signal to indicate end of execution. The HLS component has no memory location awareness and thus expects input values to be available at its pins at time of execution.

A high-level synthesis approach was initially used as it provides an option to unroll loops. Loop unrolling dramatically improves parallelism in the loop while reducing the number of conditional branches being executed which is found at the end of every loop segment. However, loop unrolling would only be beneficial if multiple resources can be utilized in parallel. In a single pipeline processor system like ours, parallelism through loop unrolling was found to be overly ambitious, as the bottleneck is the serially executed memory operation by the base processor.

4.1 Architecture

```c
void prepass(int Al, int Ss, int Se, int blocks, int *absvalues, int *EOB) {
    int k;
    register int temp;
    *EOB = 0;
    for (k = cinfo->Ss; k <= Se; k++) {
        temp = (*block[jpeg_natural_order[k]]);
        if (temp < 0)
            temp = -temp;
        temp >>= Al;
        absvalues[k] = temp;
        if (temp == 1) *EOB = k;
    }
}
```

Figure 2: Modified loop as an ANSI-C function

In this HLS approach, the number of register read / write ports depends upon the number of parameters the loop function has. A function with many parameters, requires a large number of GPR ports.

Both the coprocessor and base processor share the same register file in the system. Our selected loop segment has 4 inputs and 2 outputs, thus requiring us to connect the necessary lines directly to the register file. Originally, the base processor has a register file with 4 read ports and 2 write ports. As these ports are used by the existing components in the pipeline, additional ports have to be assigned to the coprocessor. This results in an “8-read, 4-write” register file to be created for the integration of the HLS coprocessor into our design.

Figure 3(a) shows how the HLS based coprocessor is integrated into the existing design. We have introduced two registers which can be accessed by the base processor. One bit from the COREG register is connected to the start signal of the coprocessor wrapper. The remaining bits can be connected to additional coprocessors of the same architecture. The CODONE register set signal is connected to the done signal of the coprocessor. This register would be used to signal the base processor when the coprocessor has finished executing the loop.

(a) HLS Coprocessor has many lines connected to the GPR

(b) The Custom Coprocessor has only one read port and one write port connected to the GPR

Figure 3: Coprocessor Integration

Two new instructions are added into the existing instruction set: SCPR (set coprocessor) is used to set the specific bits in the COREG register, which in turn asserts the start signal of the coprocessor; BCPR (branch coprocessor) behaves like a normal branch instruction except that it only branches whenever the CODONE register indicates that the coprocessor has yet to complete the loop execution.

The premise of our approach is to capitalize on the latency hiding approach in the loop execution itself. The base processor would perform all memory operations (fetch / store) while the coprocessor computes the values obtained from those operations. The whole body of the loop is pipelined into different stages (see Fig-
1. The high-level synthesis approach provides a fast method for creation of the coprocessor. However, register file size is now fixed to 5 read and 1 write port connected to the GPR. The coprocessor would read the required values from the GPR and store it within the coprocessor. This reduces the amount of interconnect between the processor and coprocessor.

2. Since we do not know the schedule of the HLS based coprocessor, data to the coprocessor has to be available before the coprocessor starts executing. This requires a large number of register ports. Additionally, we need a special wrapper to stall the coprocessor until the values are ready.

3. Addresses are not known by the automatic C-to-VHDL converter, as such addresses have to be computed in the base processor. This does not allow us to hide the latency between the address calculations of data required for the coprocessor, and memory accesses.

5. Custom Coprocessor Approach

To overcome the limitations of the HLS based coprocessor, we created a custom coprocessor in which we scheduled the operations carefully, such that they only wait for the dependent data to be ready. In addition, since only one piece of data can be read / written into the base processor at any one time, whenever such data is available, we schedule the coprocessor to fetch it from the register file, and store it within the coprocessor. This reduces the amount of interconnect between the processor and coprocessor.

5.1 Architecture

Similar to the HLS architecture, the SCPR and BCPR coprocessor instructions are added to the existing instruction set. The coprocessor connects to and shares the register file of the base processor.

One of the differences in comparison to the HLS approach is that the coprocessor developed now has only one read port and one write port connected to the GPR. The coprocessor would read the required values from the GPR and store it to intermediate registers within the coprocessor. Figure 4(b) shows the similarities with the HLS approach. However, register file size is now fixed to 5 read ports and 3 write ports.

Our integrated coprocessor approach (as opposed to the HLS approach) takes assembly code and converts to macroblocks. Figure 4 shows a code segment with the corresponding graphs, where $lh$ and $lw$ are load instructions and $sw$ is a store instruction. A macroblock is detected when a group of interdependent instructions are 'sandwiched' between load instructions and one store instruction. These macroblocks are implemented as components within the coprocessor (manually converted to VHDL and synthesized). Instructions which calculate memory addresses can be grouped together as macroblocks and executed as a coprocessor component (as opposed to the HLS approach where such execution is only performed in the base processor). Thus, the memory operations occur in the base processor (such as $lh$ and $lw$) while the macroblock is executed in the coprocessor. By loop pipelining, while data is fetched from iteration 2 (Figure 5), data from iteration 1 is processed by the coprocessor. The combined calculation of addresses in the coprocessor improves the overall performance of the application. A coprocessor consists of a number of macroblocks.

4.2 Advantages & Limitations

1. The high-level synthesis approach provides a fast method for creation of the coprocessor.

2. Since we do not know the schedule of the HLS based coprocessor, data to the coprocessor has to be available before the coprocessor starts executing. This requires a large number of register ports. Additionally, we need a special wrapper to stall the coprocessor until the values are ready.

3. Addresses are not known by the automatic C-to-VHDL converter, as such addresses have to be computed in the base processor. This does not allow us to hide the latency between the address calculations of data required for the coprocessor, and memory accesses.

6. Discussion of the Architecture

The execution schedule in Figure 5 shows how memory operations and computation can be performed at the same time using this architectural approach. Figure 5 shows that the computation stage in iteration one (marked with ‘1’s) can be hidden during the loading stage of iteration two (marked with ‘2’s) and so on. Execution latency is hidden during memory operations (i.e. loads / stores) performed by the base processor. The graph shows the execution stages in a single-pipeline processor and in our current approach. Our approach is best used when there are lots of computation cycles which can be hidden via the loop pipelining technique [11, 23].
was decoded. Thus, this coprocessor architecture would not be feasible for short loops and if the loop pipelining technique imposed does not provide enough time to hide this latency. The custom coprocessor design approach is best used when there is a huge number of computations 'sandwiched' between memory operations.

If macroblock 2 in Figure 4 is converted to a coprocessor component, then the loaded value in instruction lh can only be read and processed by the component after the writeback stage. The component then writes back the value to the register file before decode stage of the store instruction sw.

The component created by the HLS framework can be seen as a function: accepting inputs during an iteration and outputs the results at the end of the iteration. As explained in Section 4.2, addresses of values needed by the HLS component need to be calculated by the main processor before the coprocessor requires them. These calculations are required due to the fact that it is not possible to break the loop functionality of the coprocessor using the HLS framework. Such tasks would be more complicated in situations where indirect memory accesses are required. Note that this is only a limitation when the core generated by the HLS framework is being used as a coprocessor in this architecture.

The number of register ports used by the integrated coprocessor approach remains constant (as opposed to the HLS approach - see Section 5) and would not affect the size of the base processor when the coprocessor increases in complexity. However, Figure 8 shows that the size of the integrated coprocessor is actually larger than the HLS-based coprocessor. This is due to the intermediate registers used in the integrated coprocessor architecture (see Section 5). However, when combined with the base processor, the integrated coprocessor approach achieves a smaller size compared to the HLS approach.

7. Experimental Setup & Tools

We used the SPARK [17] framework in our high-level synthesis approach. SPARK is a C-to-VHDL high-level synthesis framework that employs a set of compiler, parallelizing compiler, and synthesis transformations. The SPARK methodology is ideal for creating functional ASIC or FPGA blocks / modules from ANSI-C functions which can be used by ASIPs or general purpose microprocessors. Slight modifications are performed to the function code before the VHDL component can be generated.

![Figure 6: Experimental Setup](image)

The experimental setup consists of the CPU RTL Model (see Figure 6) which is generated by the ASIPmeister CPU generation tool. We used the CPU generation methodology proposed in [30] to provide a basic infrastructure and framework, making use of the existing SimpleScalar [10] toolset. The framework provides rapid generation of an ASIP given a set of CPU specifications. As explained in Section 4, two coprocessor instructions are added (i.e., SCPR and BCPR) to the existing PISA ISA in the generated CPU. The RTL Model is connected to instruction and data memory models. These VHDL memory models are generated by compiling C programs into SimpleScalar binaries and then translating them into VHDL code. The coprocessors (HLS and integrated coprocessor) are added and connected to the overall system after the CPU is generated. Software simulation is performed via ModelSim SE 6.0c using the Simulation Model represented in Figure 6.

The CPU RTL Model is synthesized to gate-level using Synopsys Design Compiler [3] W-2004.12 with TSMC 90nm (tcbn90g,110a) standard cell libraries. All registers with a minimum bank size of 4 bits are clock gated by Power Compiler. The synthesized VHDL files are then simulated in ModelSim SE 6.0c together with the simulation model of data memory and instruction memory. The switching activities obtained are used by Synopsys PrimePower 2003.12 for power calculations (see Figure 7).

![Figure 7: Synthesis and Power Calculation Flow](image)

We also created customized instructions to compare against the coprocessor approaches. The customized instructions used in the extended processor were generated using the approaches developed in [12]. Their framework rapidly generates customized instructions with their corresponding customized components which are included in the pipeline of the base processor to accelerate the critical code segments. This approach is only applied to the selected loop segment of the Huffman encoder for comparison with our customized coprocessor approach and the HLS approach.

7.1 Verification

The SimpleScalar [10] simulator is modified to provide a framework for rapid prototyping of new extended and coprocessor instructions without implementing the VHDL model (synthesizable VHDL models for all three systems were created - each usually takes approximately 150 minutes for complete simulation of JPEG using ModelSim). The simulator reduces this time to a few seconds and verifies that the change in code does not adversely affect the functionality of the program. When the VHDL model is developed, the data memory dump from both VHDL and SimpleScalar simulations are compared using the `diff` unix command. Both memory dumps should be identical.

For verification of new (coprocessor/extended) designs, the memory dumps of the old and new designs cannot be compared as the program code would have been changed. A program (i.e. `hexdump`) is developed to extract the output files from the memory dump. Both output files from the original and new designs are then compared.

8. Results

Table 2 shows the power and performance improvement of the four designs used in our case study. Area and power figures are measurements of the on-chip components only and do not include the external memory.

Column 1 shows the different processor design approaches used in our case study. The energy (column 2) in the loop segment is calculated using the equation below:

$$\begin{align*}
E_{\text{loop}} &= C_{\text{loop}} \times T_{\text{clk}} \times P_{\text{loop}} \\
\text{where clock period} : T_{\text{clk}} &= 10 \text{ns}
\end{align*}$$
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Table 2: Power, Energy and Performance Table

<table>
<thead>
<tr>
<th>Design Approaches</th>
<th>Energy in Loop, E_{loop} (µJ)</th>
<th>Loop Energy Savings</th>
<th>Loop, C_{loop} (cycles)</th>
<th>Loop Improvement</th>
<th>Program, C_{prog} (cycles)</th>
<th>Program Improvement</th>
<th>Idle Power Usage, P_{idle} (mW)</th>
<th>Loop Power Usage, P_{loop} (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original Processor</td>
<td>176,903 µJ</td>
<td>NA</td>
<td>4,213,978</td>
<td>NA</td>
<td>21,317,212</td>
<td>NA</td>
<td>3.963 mW</td>
<td>4.198 mW</td>
</tr>
<tr>
<td>Extended Processor</td>
<td>142,776 µJ</td>
<td>19.29%</td>
<td>3,165,066</td>
<td>1.33x</td>
<td>20,265,496</td>
<td>1.99x</td>
<td>4.252 mW</td>
<td>4.511 mW</td>
</tr>
<tr>
<td>HLS + Processor</td>
<td>126,914 µJ</td>
<td>28.20%</td>
<td>2,667,332</td>
<td>0.85x</td>
<td>19,772,662</td>
<td>2.26x</td>
<td>4.035 mW</td>
<td>4.758 mW</td>
</tr>
<tr>
<td>Integrated + Processor</td>
<td>75,964 µJ</td>
<td>37.05%</td>
<td>1,640,340</td>
<td>2.57x</td>
<td>18,721,162</td>
<td>3.18x</td>
<td>4.125 mW</td>
<td>4.631 mW</td>
</tr>
</tbody>
</table>

All synthesized designs have a 10ns clock period. The total execution cycles (including all iterations) of our loop segment (identified in Section 5.1) is shown in column 4. The loop improvements are shown in column 5. Our approach accelerated program runtime by up to 13.87%, which is close to the theoretical maximum improvement of 18.46% shown in Table 1.

Table 6 gives the total execution cycles of the JPEG encoder benchmark program for encoding the image chosen in Section 5. The percentage speedup of the new designs compared to the original processor design is shown in column 7.

Column 8 and 9 in Table 2 respectively show the power used in the processor when no executions are performed (idle stage) and when executing the loop. When not in use, power consumption in our integrated coprocessor is 109.76 µW, whereas the HLS coprocessor utilizes 53.758 µW (not shown in Table 2). The graph in Figure 8 shows that the total energy used in the loop execution of the integrated version is halved compared to the execution in the original processor.

### 8. Area and Loop Energy Usage

- Figure 8 shows the area usage of the synthesized processor design and the individual coprocessors. The total processor size includes the size of the coprocessors as well, which is shaded in black. Although the integrated coprocessor is more than twice the size of the HLS coprocessor, the savings in the size of the register file offsets this and results in a smaller and efficient processor design compared to the HLS approach.

### 9. Conclusions

We have performed an interesting case study by exploring a novel and tightly coupled architecture to accelerate a computationally intensive loop in a JPEG encoder. Loop pipelining and latency hiding is used to achieve near maximum speedup and parallelism between the base processor and the coprocessor. We also found that the coprocessor approaches achieve much better speedup and lower energy consumption compared to the customized instruction approach. Additionally, using our integrated coprocessor approach, we notice that more computations can be offloaded from the base processor to the coprocessor compared to the high-level synthesis approach to achieve better performance.
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