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Abstract—Content addressable memory (CAM) is frequently used in applications, such as lookup tables, databases, associative computing, and networking, that require high-speed searches due to its ability to improve application performance by using parallel comparison to reduce search time. Although the use of parallel comparison results in fast search time, it also significantly increases power consumption. In this paper, we propose a gate-block selection algorithm, which can synthesize a proper parameter extractor of the pre-computation-based CAM (PB-CAM) to improve the efficiency for specific applications such as embedded systems. Through experimental results, we found that our approach effectively reduces the number of comparison operations for specific data types (ranging from 19.24% to 27.42%) compared with the 1’s count approach. We used Synopsys Nanosim to estimate the power consumption in TSMC 0.35um CMOS process. Compared to the 1’s count PB-CAM, our proposed PB-CAM achieves 17.72% to 21.09% in power reduction for specific data types.

I. INTRODUCTION

Content-addressable memory (CAM) is a storage device, which provides an efficiently fast data-search function. To achieve an effective function of data searching, the data comparison architecture of CAMs is usually implemented in parallel operation structure. However, because of the parallel processing characteristic for data comparison, power consumption is always an important concern when designing CAM circuitry.

In the past decade, many articles have been devoted to the study of CAMs for low-power, in which power reduction has focused on the circuit and architecture domains [1]. Several techniques on reducing power consumption at circuit level have focused on reducing the match-line (ML) power such as lowering the ML voltage swing [2], [3], reducing the switching capacitance on the MLs by using the NAND ML architecture [4], and reducing the switching activity of the ML [5]. Selective pre-charge is perhaps the most common method used to save power on MLs [6]–[9], since it is simple to implement. Although these techniques effectively save power, the power consumption of CAMs is still high compared with the conventional memories (DRAMs and SRAMs) of similar size. Meanwhile, research in CAM system designs for power efficiency at the architectural level continues to increase. For example, one architectural concept for saving power is to change the encoding of stored data in the CAM cell [10].

Recently, pre-computation technique has received as one of the most effective approaches for low-power designs. Pre-computation-Based CAM (PB-CAM) stores extra information along with data used in the data searching operation to eliminate most of the unnecessary comparison operations, thereby saving power. The pre-computation approach of [11] adopts the 1’s count function to extract the extra information from input data. However, the major deficiency of [11] is it suffers from the number of comparison operations in the data comparison process for random input data resulting in the normal distribution characteristic. Unfortunately, this characteristic limits the reduction of comparison operations in PB-CAMs.

In this paper, we present a gate-block selection algorithm to synthesize a proper parameter extractor of the PB-CAM to reduce the number of comparison operations in the data comparison process for specific applications. The proposed approach better reduces the number of comparison operations required than [11]. In addition, our approach reduces not only power consumption but area and delay for the pre-computation circuit compared with [11].

II. PREVIOUS WORK AND OBSERVATION

A. PB-CAM Architecture

Fig. 1 shows the memory organization of the PB-CAM that is composed of a data memory, a parameter memory, and a parameter extractor, where $k \ll n$. During the writing phase, the parameter extractor extracts and composes the parameter based on the input data, and then stores it in the parameter memory. During the data searching operation, to reduce the vast number of comparison operations, the operation is divided into two comparison processes. In the first comparison process (parameter comparison), the parameter extractor extracts the parameter from the searching data, and then compares it with all parameters stored in the parameter memory in parallel. If the stored parameters mismatch the parameter of the
searching data, it means the searching data does not exist in the data memory. Otherwise, the data related to the matching parameters must be compared in the second comparison process (data comparison). Although the first comparison process must compare the entire parameter memory, the size of the parameter memory is far smaller than that of the CAM (data memory). Moreover, since the first comparison process already filters out the unmatched data, the second comparison process only needs to compare the data from among those matches in the first comparison process. The PB-CAM adopts this concept to reduce the number of comparison operations, thereby saving power.

Obviously, the parameter extractor is critical in the PB-CAM, because it determines the number of comparison operations in the second comparison process. Therefore, the design goal of the parameter extractor is to filter out as many unmatched data as possible to reduce the required number of comparison operations in the second comparison process.

B. 1’s count PB-CAM

Fig. 2 illustrates an example of the searching operation in the 1’s count PB-CAM. Suppose that the searching data is 010011012, the parameter extractor (1’s counter) counts the number of ones (which is four in this case), and then the number four is compared with all parameter (i.e. number of ones) stored in the parameter memory. As can be seen, only PML5 and PML7 match, since only they have a 1’s count of four. As a result, only two comparison operations are performed and consumed power in the data memory. Finally, only DML5 results in a match. Although the 1’s count PB-CAM can reduce the number of comparison operations in some cases, it fails to reduce the number of comparison operations for simple random input data.

Assume that the inputs are independent and uniformly distributed, the number of input data related to the same parameter for n-bit input data can be determined by

\[ N_{s,p} = \binom{n}{k} = \frac{n!}{k!(n-k)!} , \]

where \( k \) is a number of ones for n-bit input data (which is from 0 to \( n \)). Therefore, the average probability of every parameter occurring can be derived by

\[ P_{avg} = \frac{N_{s,p}}{2^n} . \]

The 1’s count columns in Table I list the number of data related to the same parameter and their average probabilities for random input data that is 15-bit in length. Obviously, the 1’s count approach demonstrates the normal distribution characteristic. Although the number of comparison operations required for the 1’s count PB-CAM is fewer than that of conventional CAMs, the 1’s count PB-CAM fails to reduce the number of comparison operations in the second comparison process when the parameters ranging between 5 and 10. Notice that when the bit length of input data increases, the failed range of the parameters will increase as well. Simply stated, the normal distribution limits further the reduction of comparison operations in PB-CAMs so that the effect of reducing power consumption is also limited. In addition, for the 1’s count approach, the parameter extractor is implemented with many full adders, which not only wastes area but increases delay.

C. Block-XOR PB-CAM

To improve the deficiencies of the 1’s count approach, the concept behind the block-xor approach is to eliminate the normal distribution characteristic for random input data resulting from the 1’s count approach and to reduce the delay and area of the parameter extractor [12]. They use several XOR gates instead of the 1’s counter as a parameter extractor to generate the parameter as shown in Fig. 3. For fair comparison, the same bit length of random input data and parameter are set to 15 and 4, respectively. Certainly, the parameter extractor of the block-xor PB-CAM is better than that of the 1’s count PB-CAM in terms of the area, power, and speed. Moreover, according to the operation characteristic of XOR gate, the Block-XOR columns in Table I list the number of data related to the same parameter and their average probabilities for random input data that is 15-bit in length. Obviously, the block-xor approach shows the uniform distribution characteristic for the generated parameter by the block-xor parameter extractor. As can be seen from Table I, although the parameter extractor of the block-xor approach is better than that of the 1’s count approach only for
parameters ranging between 5 and 10, we must draw attention to the fact that the total probability of these parameters occurs is 88%. The probability viewpoint prove that the parameter extractor of the block-xor approach reduce the number of comparison operations in 88% of the cases for 15-bit random input data compared with that of the 1’s count approach. Notice that when the bit length of random input data is increased, the total amount of probability is increased as well, this is because the 1’s count approach results in the normal distribution characteristic.

However, for most of applications, their data distribution characteristic are specific rather than random.

### III. Proposed Approach

To make the parameter extractor of the block-xor PB-BAM more useful for specific data types, we take into account the different characteristic of logic gates to synthesize the parameter extractors for different data types. As can be seen in Fig. 3, if the input bits of each partition block is set into \( l \), the bit length of the parameter (i.e. the number of blocks) will be \( \lceil n/l \rceil \), where \( n \) is the bit length of the input data, and then the levels in each partition block is equal \( \lceil \log_2 l \rceil \). We observe that when the input bits of each partition block decreases, the mismatch rate and the number of comparison operations in each data comparison process will decrease (this is because that the combinations of the parameter increase). Although the increasing parameter bit length can decrease the mismatch rate and the number of comparison operations in each data comparison process, the parameter memory size must be increased. In other words, it increases the power consumption of the parameter memory as well. As we stated in Section II-A, when the PB-CAM performs data searching operation, it must compare the entire parameter memory. To avoid wasting the large mount of power in the parameter memory, we set the input of each partition block to 8 bits. Fig. 4 shows the proposed parameter extractor architecture. We first partition the input data bit into several blocks, \( G_0 \sim G_8 \) in each block stand for different logic gates, from which an output bit is computed using synthesized logic operation for each of these blocks. The output bits are then combined to become the parameter for data comparison process. The objective of our work is to select the proper logic gates in Fig. 4 so that the parameter \( (P_{k-1}, P_{k-2}, \ldots, P_0) \) can reduce the number of data comparison operations as many as possible.

In our proposed parameter extractor, the bit length of the parameter is set into \( \lceil n/8 \rceil \), and then the levels in each partition block is equal \( \lceil \log_2 8 \rceil \) (which is 3). Suppose that we use basic logic gates (AND, OR, XOR, NAND, NOR, and NXOR) to synthesize a parameter extractor for a specific data type, which has \( (2^3)^{\lceil n/8 \rceil} \) different logic combinations based on the proposed parameter extractor. Obviously, the optimal combination of the parameter extractor can not be found in polynomial time.

#### A. Gate-block Selection Algorithm

To synthesize a proper parameter extractor in polynomial time for a specific data type, we propose a gate-block selection algorithm to find an approximately optimal combination. We illustrate how to select proper logic gates to synthesize a parameter extractor for specific data type from mathematical analysis below.

For a 2-input logic gate, let \( p \) be the probability of the output signal \( Y \) that is one state. The probability mass function of the the output signal \( Y \) is given by

\[
P_Y(y) = \begin{cases} 
1 - p & y = 0, \\
p & y = 1, \\
0 & \text{otherwise.}
\end{cases}
\]  

(3)

Assume that the inputs are independent, if we use any 2-input logic gate as a parameter extractor to generate the parameter for 2-bit data, then the PB-CAM requires the average number

![Fig. 3. 15-bit parameter extractor of the block-xor PB-CAM.](image)

![Fig. 4. n-bit block diagram of the proposed parameter extractor architecture.](image)
of comparison operations in each data search operation can be formulated as

\[ C_{avg} = N_0(1 - p) + N_1 \cdot p \]

\[ = N_0 \left( \frac{N_0}{N_0 + N_1} \right) + N_1 \left( \frac{N_1}{N_0 + N_1} \right) \]

\[ = \frac{N_0^2 + N_1^2}{N_0 + N_1} \]  

Equation 4

In other words, when we use a 2-input AND gate to generate the parameter for this 2-bit data, the average number of comparison operations required for each data search operation in the PB-CAM is 4.33. According to Equation 4, Table II derives the average number of comparison operations for each logic gate. Obviously, using OR and NOR gates are the best selection for this case, because they require the least average number of comparison operations (which is 3). Moreover, when we use the inverse relation of logic gates (AND/NAND, OR/NOR, and XOR/NXOR) to generate the parameter, the average number of comparison operations for each data search operation required in the PB-CAM will be the same. To reduce the complexity of our proposed algorithm and the performance of the parameter extractor, our proposed approach only selects NAND, NOR, and XOR gates to synthesize the parameter extractor for our implementation. This is because that NAND and NOR is better than AND and OR in terms of the area, power, and speed. Based on this mathematical analysis, Fig. 5 shows our proposed gate-block selection algorithm. Note that when the input is random, the synthesized result will be the same as the block-xor approach. In order words, the block-xor approach is a subset of our proposed algorithm.

B. An Example

To better understand our proposed approach, we give a simple example as illustrated in Fig. 6. In this example, a 4-bit data is assigned as input data. Because the input data is only 4 bits in this example, we set the number of input bits of each partition block to 4, and then the levels in each partition block equal \([\log_2 4]\) (i.e. two levels). First, we use different logic gates (NAND, NOR, and XOR) to generate the parameter for \(D_1D_0\), respectively, and then records their generated parameter for each pattern as shown in Fig. 6 (a). After that, according to Equation 4, we calculate the average number of comparison operations \(C_{avg}\) for each logic gate. Obviously, using NAND gate is the best selection for \(D_1D_0\), hence NAND gate is selected as a part of the parameter extractor. Similarly, NOR gate is selected to generate the parameter for \(D_1D_2\) (see Fig. 6 (b)). Now, the parameter bits is 2, which is greater than \([4/4]\) (expected parameter bits). According to the proposed algorithm, we repeat Step 1 to Step 3 to determine the parameter bits for the next level. For \(Y_1Y_0\), as shown in Fig.6 (c), XOR gate is the best parameter extractor for \(Y_1Y_0\). Through the algorithm, the generated parameter is only 1 bit, which is no longer greater than \([4/4]\), hence the procedure of synthesizing parameter extractor is done. Finally, Fig. 6 (d) shows the synthesized parameter extractor for the input data.

IV. Experimental Results

To prove the proposed pre-computation approach, we simulated some benchmarks (Mibench [13]) for the 1’s count, block-xor, and our proposed pre-computation approaches. For fair comparison, the same bit length of the parameter of the block-xor approach is set as our proposed approach (which is 4, i.e. the input of each partition is 8 bits). In our experiment, the memory capacity is 128 words by 32-bit. Table III presents the number of comparison operations required for different pre-computation approaches. Obviously, our proposed pre-computation approach effectively reduces the number of

---

### TABLE II

**Truth Table and Average Number of Comparison Operations of Basic Logic Gates for a 2-bit Skew Data**

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>AND</th>
<th>OR</th>
<th>XOR</th>
<th>NAND</th>
<th>NOR</th>
<th>NXOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

| \(C_{avg}\) | 4.33 | 3 | 3.33 | 4.33 | 3 | 3.33 |

---

**Algorithm to select proper logic gates for specific data:**

Input data= \((D_0, D_1, \cdots, D_{n-1})\)

\(n\): bit length of the input data,
\(l\): number of input bits for each partition block.

**Step 1:**

Record

- NAND\(_\text{parameter}(k)=D_{2i} \cdot D_{2i+1}\)
- NOR\(_\text{parameter}(k)=D_{2i} + D_{2i+1}\)
- XOR\(_\text{parameter}(k)=D_{2i} \oplus D_{2i+1}\)

for \(i, k=0, 1, \cdots, (n/2)-1, \forall \text{input patterns}\)

**Step 2:**

Compute

\[\text{NAND}\_C_{avg}(k)\]
\[\text{NOR}\_C_{avg}(k)\]
\[\text{XOR}\_C_{avg}(k)\]

using Equ. 4, \(\forall k\)

**Step 3:**

Select a logic gate with the minimal \(C_{avg}(k)\), \(\forall k\)

**Step 4:**

If generated parameter bits > \(\lceil n/l \rceil\),
repeat Step 1 to Step 3,
and use previous generated parameter as input data.
else
finish.

Fig. 5. Gate-Block Selection Algorithm.
In detail, compared to the 1’s count approach, our proposed approach reduce 19.24% to 27.42% of comparison operations for Mibench that is better than the block-xor approach (ranging from 11.13% to 22.63%).

To further verify the low-power performance of the proposed PB-CAM, we implemented, simulated, and compared the power consumption of the 1’s count, block-xor, and our proposed PB-CAMs. To make the comparison fair and accurate, all PB-CAMs were described in Spice in TSMC 0.35μm double-poly quadruple-metal CMOS process without using any special transistors such as low-Vth transistors. Table IV lists the implemented configuration of three PB-CAMs. We used Synopsys Nanosim to simulate the power consumption for these PB-CAMs. The simulation results are presented in Table V. The results show that our proposed approach achieving 17.72% to 21.09% of power reduction for Mibench compared with the 1’s count PB-CAM, that is also better than the block-xor PB-CAM (14.05% to 18.27%). As we expected, our proposed PB-CAM effectively reduces power consumption by reducing the number of comparison operations in the data comparison process. The experimental results also confirmed that our proposed approach is more suitable for specific applications compared with the 1’s count and block-xor approaches.

In addition, Table VI compares the critical path, area, power, and generated parameter bits of the 1’s count and block-xor PB-CAMs with those of our proposed PB-CAM. The ‘FA’ and ‘LG’ in Table VI represent full adder and logic gate (which is NAND, NOR, or XOR), respectively. As shown in Table VI, all features of our proposed PB-CAM are superior to those of the 1’s count and block-xor PB-CAMs. Notice that our pro-

---

**TABLE III**

<table>
<thead>
<tr>
<th>Mibench (32 bits)</th>
<th>No. of Comparison Operations</th>
<th>Reduction Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>bitcount</td>
<td>423380</td>
<td>11.13</td>
</tr>
<tr>
<td>blowfish</td>
<td>435904</td>
<td>11.24</td>
</tr>
<tr>
<td>crc</td>
<td>405983</td>
<td>11.32</td>
</tr>
<tr>
<td>dijstra</td>
<td>426475</td>
<td>11.42</td>
</tr>
<tr>
<td>fft</td>
<td>468361</td>
<td>11.52</td>
</tr>
<tr>
<td>ispell</td>
<td>775538</td>
<td>11.62</td>
</tr>
<tr>
<td>patricia</td>
<td>433285</td>
<td>11.72</td>
</tr>
<tr>
<td>quicksort</td>
<td>416439</td>
<td>11.82</td>
</tr>
<tr>
<td>rijndael</td>
<td>448336</td>
<td>11.92</td>
</tr>
<tr>
<td>susan</td>
<td>639221</td>
<td>12.02</td>
</tr>
</tbody>
</table>

Average Reduction Rate: 11.13%
The proposed PB-CAM computes the parameter for all input data in only three logic gate delays (i.e., constant delay of search operation). Moreover, compared to the generated parameter bits of the 1’s count approach (which is 6), our proposed approach is reduced to 4. In other words, it means our proposed approach saves 33.3% of the size of the parameter memory for 32-bit data compared with the 1’s count approach.

V. CONCLUSION

In this paper, a gate-block selection algorithm was proposed. The proposed algorithm can synthesize a proper parameter extractor of the PB-CAM for a specific data type. The experimental results confirmed that the proposed PB-CAM effectively save power by reducing the number of comparison operations in the data comparison process. In addition, the proposed parameter extractor can compute parameter bits in parallel with only three logic gate delays for any input bit length (i.e., constant delay of search operation). As shown in our experimental results, our proposed PB-CAM is very suitable for specific applications such as embedded systems.
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