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Abstract— In the paper, we develop a systematic methodology
for modeling sampled interconnect frequency response data based
on spline interpolation. Through piecewise polynomial interpola-
tion, we are able to avoid the numerical problems associated with
global polynomial fitting and generate higher order systems to
model simulated or measured wideband frequency response data.
We reduce the complexity of the generated systems using a data
point pruning algorithm and by applying model order reduction
based on balanced truncation. The methodology provides sub-
stantially greater accuracy than global polynomial approximation
while only having O(n) growth in model complexity.

I. INTRODUCTION

As the complexity of on-chip mixed-signal systems in-

creases, the accurate and efficient modeling of interconnect

is vital for estimating and controlling delay, cross-talk noise,

and power consumption [1–3]. In today’s digital design flow,

interconnect is extracted using 2D or 3D field-solvers or an-

alytical models. Frequency domain field solvers produce in-

terconnect resistance, capacitance, and inductance values at a

particular frequency [4–6]. Analytical models for intercon-

nect characteristics also typically produce frequency dependent

data [1–3, 7]. Consequently, for interconnect characterization,

systematic methods are required to produce accurate wideband

models that are needed for time-domain simulation.

Previous research on the wideband modeling of sampled

data has primarily focused on fitting the frequency response us-

ing a single polynomial interpolant. Many popular techniques

approximate the frequency response of the system using linear

least squares regression to obtain the transfer function coeffi-

cients [8, 9]. This requires the solution to a polynomial fit-

ting problem with the Vandermonde matrix as its basis, which

can become ill-conditioned for wideband rational interpolation

problems. Another common approach is to fit the real and com-

plex poles directly [10, 11], but this requires suitable estimates

for the poles to serve as start points for the least squares algo-

rithm. In [12], the Krylov subspace generated by the Arnoldi

process is utilized as the basis set for interpolation, but for

higher order systems, these basis vectors can lose orthogonality

and may be computationally expensive unless other numerical

techniques are applied [13].

The primary limitation of all of the aforementioned algo-

rithms is that they attempt to approximate the transfer func-

tion data globally across a wide-range of frequencies with only

one rational polynomial realization. Fundamental limits ex-

ist on the degree of the rational function that can be gener-

ated due to the oscillatory behavior of high-order fitted poly-

nomials and ill-conditioning at higher frequencies [14]. While

the global behavior of polynomial or other interpolants can

be problematic, they are well-suited for local approximation

across a narrow-range of frequencies. Therefore, piecewise

polynomial interpolation using splines is an attractive alterna-
tive for modeling complex transfer function data across a wide-

range of frequencies.

In this paper, we present a systematic methodology for gen-

erating stable wideband models of sampled transfer function

data for interconnect applications. The approach is based

on smoothing spline interpolation, which generates a series

of piecewise polynomials to individually model narrow fre-

quency ranges of the simulated data in order to avoid the ill-

conditioning of global polynomial approximation techniques.

We reduce the complexity of the generated systems using a

data point pruning algorithm and by applying model order re-

duction based on balanced truncation [15]. We compare the

spline interpolation methodology with the global polynomial

fitting techniques presented in [9] and [10] on several complex

interconnect related design problems. The results indicate that

the methodology has substantially greater accuracy when com-

pared with global polynomial fitting techniques while only hav-

ing O(n) growth in system generation time, system evaluation
time, and memory as the number of data samples (n) increases.

II. TRANSFER FUNCTION APPROXIMATION PROBLEM

A. Problem Formulation

The input for the interpolation problem is a series of sam-

pled points for a particular linear time-invariant system’s trans-

fer function,H(s1),H(s2), ... ,H(sn), for n frequencies. The
objective is to create a system with a response that approxi-

mates the sampled data at every frequency. The system can be

modeled using its rational polynomial function representation,

H(s) =
a0 + a1s + a2s

2 + ... + aJsJ

b0 + b1s + b2s2 + ... + bKsK
(1)
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where the coefficients a0, a1, ..., aJ and b0, b1, ..., bK deter-

mine the system’s zeros and poles. Since (1) contains higher

powers of s, this formulation can lead to ill-conditioned sys-

tems. Equivalently, the transfer function can be expressed as

H(s) = C(sI − A)−1B + D (2)

for a system that is represented in state space form,

ẋ = Ax + Bu

y = Cx + Du (3)

where A ∈ �nxn, B ∈ �nxm, C ∈ �pxn, and D ∈ �pxm

define the linear maps between the system’s state variables, in-

puts, and outputs. The variable x represents the internal system

state, and u and y are the input and output vectors, respectively.

B. Polynomial Fitting of Frequency Response Data

Following the formulation from [9], consider the transfer

function described at each frequency point,

H(si) =
a0 + a1si + · · · + aJsJ

i

b0 + b1si + · · · + bKsK
i

. (4)

Multiplying both sides of (4) by the denominator yields

H(si)(b0+b1si + · · ·+bKsK
i ) = a0+a1si + · · ·+aJsJ

i . (5)

By combining (5) for each frequency point, si, into matrix

form, we form the following system of equations

[N, −D]

[
a

b

]
= 0 (6)

where

N =

⎡
⎢⎢⎢⎣

1 s1 · · · sJ
1

1 s2 · · · sJ
2

...
...
. . .

...

1 sn · · · sJ
n

⎤
⎥⎥⎥⎦

D =

⎡
⎢⎢⎢⎣

H(s1) H(s1)s1 · · · H(s1)s
J
1

H(s2) H(s2)s2 · · · H(s2)s
J
2

...
...

. . .
...

H(sn) H(sn)sn · · · H(sn)sJ
n

⎤
⎥⎥⎥⎦

a =
[

a0 a1 · · · aJ

]T

b =
[

b0 b1 · · · bJ

]T
. (7)

To model the complex valued frequency response data, the ma-

trices in (7) must be segmented into their real and imaginary

components. To solve the system of equations described in (6)

exactly, we must have J + K + 2 sampled data points. If we
have more than J + K + 2 sampled data points, we have an
overdetermined system of equations, in which case we can ap-

ply linear least squares regression. To guarantee that the system

generated by solving (6) is stable, we must remove any positive

real poles from the formulation. The poles of the generated

system can be determined by solving the eigenvalue problem

Beigx = Λx, where Λ is a matrix with diagonal entries that

contain the poles of the approximate system, and Beig is de-

fined in [9]. After removing the poles with positive real parts,

the denominator of (1) can then be reconstructed and the nu-

merator regenerated to match the frequency response data [9].

Note that if the order of the numerator or denominator of

the transfer function is too large, then the system will become

ill-conditioned since the difference between sJ or sK and s0

will increase. A common approach to reduce the impact of this

problem is to normalize the frequency using a factor such as

ωi =
√

ωminωmax where ωmin and ωmax are the minimum

and maximum angular frequencies of the sampled frequency

response data [8]. For narrow-band applications with a sam-

ple frequency spread of 1 or 2 orders of magnitude, the ill-

conditioning is largely avoided for approximate systems up to

10th order. However, for larger frequency ranges or higher or-

der system approximations, normalization cannot prevent ma-

trix ill-conditioning, which can lead to numerical errors during

matrix inversion.

III. SPLINE INTERPOLATION OF SAMPLED DATA

In this section, we present the spline interpolation method-

ology for generating systems to model sampled frequency re-

sponse data. Initially, we re-sample, smooth, and prune data

points in order to reduce the complexity of the system as de-

scribed in Section III-A. Using the pruned and re-sampled data

points, we then create a piecewise polynomial transfer func-

tion for each interval between the re-sampled frequency points.

We also generate a filter bank for the frequency point intervals.

Each piecewise polynomial transfer function is then convolved

with each filter in the filter bank as described in Section III-

B. When the convolved piecewise transfer function-filter bank

systems are combined, we have a model for the system’s wide-

band response. Finally, by judicially applying model order re-

duction techniques such as balanced truncation, we are able

to generate lower order systems as explained in Section III-C.

Overall, our methodology provides a flexible means for gener-

ating stable approximations of frequency response data.

A. Re-Sampling, Smoothing and Pruning using Splines

To reduce the complexity of the generated models, we uti-

lize cubic spline interpolation to re-sample, smooth, and prune

the frequency response data. In this work, we use cubic poly-

nomial smoothing splines to describe the transfer function be-

tween sample points, which are described as

S(ω) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

S1(S(ω)) ∀ ω ∈ [ω1, ω2]
S2(S(ω)) ∀ ω ∈ [ω2, ω3]
...

...
...

Sn−1(S(ω)) ∀ ω ∈ [ωn−1, ωn]

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(8)

where Si are piecewise cubic spline functions that describe the

transfer function on a particular interval.

To decrease the number of data points required to interpo-

late the data, we employ a recursive algorithm to re-sample and

prune the data points utilized for interpolation. First, we gen-

erate a smoothing cubic spline interpolation function for the

original frequency response data, which we use as the baseline
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Fig. 1. Graphic illustration of the smoothing, re-sampling, and pruning
algorithm. The algorithm recursively re-samples the spline interpolants for the

sampled data based on the smoothness of a particular interval.

model to determine the accuracy of the re-sampled and pruned

data. This initial baseline spline function also serves to smooth

the noise that can inherently exist in the frequency response

data. We then recursively re-sample the data and apply a spline

interpolation function to determine the accuracy of the approx-

imate spline interpolant on each sub-interval as compared to

the original data’s spline interpolated response function. To

ensure the accuracy of the approximate spline interpolant, we

evaluate both the original spline function and the approximated

spline function for 1000 data points on the given interval, and if

the maximum relative error exceeds 0.25 percent, we perform

finer grain sampling on the sub-region. Figure 1 depicts this

recursive process. On relatively smooth sub-intervals, a spline

interpolant created with only a few data points closely matches

the spline interpolation function generated using the original

frequency response data. On intervals with more complex be-

havior, we provide more fine grain sampling to more closely

match the sampled data.

B. Filter Bank and Piecewise Transfer Function Construction

Once we construct the spline approximation of the sam-

pled data, we must generate a state space representation of the

transfer function to utilize the interpolated system for time do-

main simulations. Each piecewise approximation of the trans-

fer function is convolved with a bandpass filter with a passband

that encompasses each frequency interval. A block diagram of

the final system is displayed in Figure 2. In order to generate

the analog filter bank, we create a series of bandpass filters for

the frequency ranges prescribed by the re-sampled interpola-

tion points. Since the response of each filter is added to obtain

the final system’s frequency response, the stop-band attenua-

Bandpass
Filter

[ 1, 2]

Transfer 
Function
[ 1, 2]

Bandpass
Filter

[ 2, 3]

Transfer 
Function
[ 2, 3]

Bandpass
Filter

[ n-1, n]

Transfer 
Function
[ n-1, n]

+ OutputInput

Spline Interpolated System

Fig. 2. Block diagram of system generated using our methodology.

tion must be as great as possible to eliminate noise in regions

of the transfer function with low magnitude. In this paper, we

use elliptical filters with 0.001 dB ripple in the passband and

120 dB attenuation in the stop-band. For applications where the

phase response of the system is important, filters with more lin-

ear phase such as Bessel or Butterworth filters can be employed

in the filter bank [16]. While the re-sampling process ensures

that the original frequency data points are not on the filter bank

boundaries, we would still like to generate the smoothest fre-

quency response possible. In order to minimize the impact of

the overlap error, we follow two approaches: (1) equalize the

normalized roll-off bandwidth of each filter and (2) optimize

the position of each filter to reduce overlap error.

The normalized steepness of the filter’s roll-off bandwidth is

primarily determined by its total bandwidth, passband ripple,

stop-band attenuation, and filter order. Since the total band-

width, passband ripple, and stop-band attenuation are deter-

mined by the frequency range for each spline interpolant and

the required accuracy of the transfer function in the passband,

the filter order is the only degree of freedom available for ad-

justing the normalized roll-off bandwidth. We adjust the filter

order using bisection until the given order filter has a response

with the desired normalized steepness in roll-off bandwidth.

Since the required order is not likely to significantly vary for

adjacent filters in the filter bank, we first try to locate the re-

quired filter order over a small range near the previous filter’s

order before performing bisection on the entire range of possi-

ble filter order values.

To further improve the frequency response of the filter bank

at the boundaries between the bandpass filters, we utilize non-

linear constrained optimization in order to adjust the filter’s

bandwidth to minimize the overlap error. When constructing

the filter bank, we iteratively optimize the low frequency cutoff

of each new filter added to the filter bank based on the follow-

ing optimization problem formulation:

Minimize ‖ −−−−−→
Ffb(

−→ss) − 1 ‖2

2

Subject to

( −−−−−→
Ffb(

−→ss) ≤ 1−−−→solmin ≤ −→ss ≤ −−−−→solmax

)
(9)

where Ffb is the frequency response of the filter bank,
−→ss is

a vector of frequency points near the filter bank overlap fre-

quency, and solmin and solmax are the minimum and maximum

frequencies where overlap distortion is possible. The first con-

straint limits the filter bank’s overlap distortion to be less than
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the nominal 0 dB response. In this paper, we utilize Sequential

Quadratic Programming [17] to solve the problem in (9).

Combining each of the convolved piecewise transfer func-

tions together produces anAmatrix with a block diagonal spar-

sity pattern. This stems from the fact that the addition of two

systems in state space representation is

A =

[
A1 0
0 A2

]
, B =

[
B1

B2

]
,

C = [C1 C2] , D = D1 + D2. (10)

While the overall system dimension grows as the number of

interpolated frequency response points increases, when evalu-

ating the system using sparse block diagonal routines, the com-

plexity of generating the system and evaluating its response is

only O(n) for n sample points in system generation time, sys-
tem evaluation time, and memory. This is due to the fact that at

most, each frequency point requires one local transfer function

generation and one additional bandpass filter in the filter bank.

Therefore, we can efficiently generate systems with complex

frequency responses based on many sampled frequency data

points.

C. Block Model Order Reduction using Balanced Truncation

Given the relatively smooth frequency response of the final

system, model order reduction (MOR) techniques have the po-

tential to significantly reduce the order of the generated system.

The methods used for the MOR of linear systems fall into two

main categories: Singular Value Decomposition (SVD) meth-

ods [15] and Krylov subspace projection methods [18]. The

benefits of SVD-based methods such as balanced truncation in-

clude a guaranteed error bound and system stability. For large

scale systems, moment-matching methods provide a tractable

alternative to SVD methods. However, unlike SVD methods,

there is no guarantee of stability or an error bound.

Both classes of MOR techniques destroy the sparsity pattern

of the original system. Therefore, applying MOR to our full

interpolated system is inefficient and in many cases intractable.

However, we can apply MOR to individual or sets of system

sub-blocks in the A matrix. Given that the order of each sub-

block will typically be less than 100, we utilize balanced trun-

cation due to its guaranteed error bound and stability. We em-

ploy the algorithm for balanced truncation described in [15] to

avoid matrix inversion and ill-conditioned solutions. In addi-

tion to providing stable approximations with bounded error, the

balanced truncation approach can also be modified to preserve

the passivity of the original system [15].

D. Stability Analysis

The spline interpolation methodology consists of additions

and multiplications of the rational transfer function (Ri) and

bandpass filter (Fi) for a particular interval, i, as displayed in

Figure 2. The final system (Hf ) can be expressed as

Hf =
n−1∑
i=1

Ri · Fi (11)

for a spline interpolated system with n − 1 intervals. Since we
employ the unstable pole removal technique on the individual

(a) (b) (c)

Fig. 3. Interconnect bus (a), H-tree clock network (b), and integrated spiral
inductor (c) design examples for the spline interpolation methodology.

rational transfer functions, the individual systemsRi are stable.

For a state space system of the form presented in (3), if all of

the eigenvalues of the matrix A have negative imaginary parts,

then the system is stable.

Since the individual Ri and Fi systems are stable,Hf is sta-

ble. To prove this point, we need to show that the stable eigen-

values of the constituent systems (Ri and Fi) are preserved in

constructing Hf using the formulation in (11). For all of the

intervals in the system, Ri and Fi are multiplied together in

the frequency domain. Multiplying two state space systems to-

gether produces a new system defined as

A =

[
A1 B1C2

0 A2

]
, B =

[
B1D2

B2

]
,

C = [C1 D1C2] , D = D1D2. (12)

Note that A is a block upper diagonal system with A1 and A2

on the diagonal. Therefore, the eigenvalues ofA are simply the

eigenvalues of A1 and A2. Consequently, the multiplication of

Ri and Fi produces a stable system. Using a similar argument

for the addition of two state space systems, which is defined in

(10), if the two state space systems being added are stable, then

their summation is stable. Since the formation of Hf consists

of multiplications and additions of stable systems, then the final

system produced by the spline interpolation methodology must

be a stable system. Furthermore, the balanced truncation model

order reduction technique is also guaranteed to preserve system

stability [15].

While the spline interpolation methodology and balanced

truncation guarantees the generated system’s stability, it does

not necessarily ensure passivity. However, to obtain a passive

system, the convex optimization techniques described in [19]

can be applied to each of the state space sub-blocks generated

by our methodology. Since these matrices have a relatively low

order, typically less than 100, the numerical complexity of us-

ing the method in [19] will be relatively low. Consequently,

the proposed method provides a tractable solution for generat-

ing stable wideband models for a large number of frequency

response data samples with complex behavior.

IV. RESULTS

To illustrate the efficacy of the spline interpolation method-

ology, we approximate the overall system response from sam-

pled frequency domain data collected from several interconnect

structures including an interconnect bus, H-tree clock network,

and spiral inductor, which are depicted in Figure 3. Table I lists

the interpolation problem characteristics and generated system
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TABLE I

DESIGN PROBLEM CHARACTERISTICS

Inductor Bus H-Tree

Data Points 100 500 2000
Minimum Frequency (Hz) 10

8
10

2
10

2

Maximum Frequency (Hz) 10
11

10
15

10
12

Filter Bank Size 23 95 611
Non-zero Entries inA 11514 47944 273339
Equivalent System Order 108 296 523

Equivalent Balanced Truncation System Order 62 174 300
System Generation Time (s) 37.2 131.4 503.4

108 109 1010 1011-160

-140

-120

-100

-80

-60

-40

-20

Frequency ( )

Er
ro

r M
ag

ni
tu

de
 (d

B)

Spline Interpolated Model Error
Spline Interpolated Model with
Balanced Truncation Error
Vector Fitting Method Error
Polynomial Fitting Method Error

108 109 1010 1011-90

-80

-70

-60

-50

-40

-30

-20

-10

Frequency ( )

M
ag

ni
tu

de
 (d

B)

Sampled Data Points
Spline Interpolated Model
Spline Interpolated Model
with Balanced Truncation
Vector Fitting Method
Polynomial Fitting Method (b)(a)

Fig. 4. Frequency response (a) and error (b) of the systems generated to
model the spiral inductor. Since the sampled data points provide a relatively

smooth response over the narrow-band of frequencies simulated, each of the

techniques provides a relatively accurate approximation of the sampled data.

statistics. We create the models for each of these structures

using the field solvers FastCap and FastHenry for capacitance

and inductance extraction [5, 6] and combine the results using

modified nodal analysis [18]. From this RLC model, we then

generate the sampled frequency points for each of the inter-

connect structures. Given the sampled transfer function data,

we then utilize the spline interpolation methodology to create a

state space system that approximates the sampled response. We

compare the accuracy of our technique with the vector fitting

method presented in [10] and the polynomial fitting method de-

scribed in [9].

We generated a system from data points obtained from a six

turn spiral inductor, which is crucial in RF applications [20,21].

For this example, we simulated 100 frequency points over a fre-

quency range of 108 through 1011 radians per second. Figure

4 displays the frequency response of the system generated us-

ing the spline interpolation method. The systems generated us-

ing the proposed method with and without balanced truncation

have maximum errors of -44.7 dB and -42.7 dB, respectively.

The balanced truncation version of the algorithm reduces the

overall system order by 42 percent. The systems generated us-

ing the vector and polynomial fitting techniques have errors of

-21.7 dB and -35.5 dB, respectively. Since the sampled data

points have a smooth frequency response over a narrow-band
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Polynomial Fitting Method Error
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-26

Frequency ( )

M
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tu
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 (d

B)

Sampled Data Points
Spline Interpolated Model
Spline Interpolated Model
with Balanced Truncation
Vector Fitting Method
Polynomial Fitting Method

102 104 106 108 1010 1012 1014-60
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-40

-30

-20

-10
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M
ag

ni
tu
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 (d

B)

Sampled Data Points
Spline Interpolated Model
Spline Interpolated Model with Balanced Truncation
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Polynomial Fitting Method

(b)

(c)

(a)

Fig. 5. Frequency response (a, b) and error (c) of the systems generated to
model the interconnect bus data. The models generated using the spline

interpolation technique closely match the fine detail in the sampled data while

the vector and polynomial fitting methods only provide coarse-grained

approximate models.

of frequencies, each of the techniques provide a relatively ac-

curate approximation.

To demonstrate the accuracy of the spline interpolation

methodology for more complex sets of sampled data, we gen-

erated systems from data points obtained from both an inter-

connect bus and a H-tree clock network. Figures 5 and 6 dis-

play the frequency responses of the models generated using the

spline interpolation methodology and the vector and polyno-

mial fitting techniques for the bus and H-tree structures, which

have 500 and 2000 sample data points, respectively. For these

structures, many sample data points are required to capture the

complex frequency response. The sample data points are dis-

tributed over a large frequency range and exhibit significantly

greater complexity than the spiral inductor example. For the

bus example, the spline interpolation method closely matches

the frequency response of the sampled data points with a maxi-

mum error of -51.9 dB, while the method with balanced trunca-

tion only increases the maximum error to -44.6 dB. In contrast,

the vector and polynomial fitting techniques fail to generate

models that match the frequency response of the sampled data

and have maximum errors of -21.5 dB and -28.9 dB, respec-

tively. As depicted in Figures 5b and 6b, the models gener-

ated using the spline interpolation method closely match the

fine detail of the sampled data for the bus and H-tree examples,

while the vector and polynomial fitting techniques only provide
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Fig. 6. Frequency response (a, b) and error (c) of the systems generated to
model the H-tree data. Note that the systems generated using the spline

interpolation methodology almost completely match the sampled data.

coarse-grained approximate models. Therefore, the spline in-

terpolation methodology provides a tractable solution for gen-

erating accurate state space models from sampled frequency

response data with complex wideband behavior.

V. CONCLUSION

In the paper, we developed a methodology for interpolating

sampled frequency response data based on smoothing spline

interpolation, which is vital for the accurate and efficient mod-

eling of on-chip interconnect. By using piecewise polynomial

interpolation, we are able to avoid the numerical problems

associated with global polynomial approximation and gener-

ate higher order systems. The methodology has substantially

greater accuracy when compared with global polynomial fit-

ting while only having O(n) complexity. The methodology’s
flexibility, computational efficiency, and accuracy will enable

the creation of wideband interconnect models suitable for time-

domain simulation, which will facilitate the characterization

and mitigation of delay, cross-talk noise, and power consump-

tion for tomorrow’s nanoscale integrated circuits.
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