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Abstract— An effectively designed and efficiently used memory
hierarchy, composed of scratch-pads or cache, is seen today
as the key to obtaining energy and performance gains in
data-dominated embedded applications. However, an unsolved
problem is – how to make the right choice between the scratch-
pad and the data-cache for different class of applications? Recent
studies show that applications with regular and manifest data
access patterns (e.g. matrix multiplication) perform better on
the scratch-pad compared to the cache. In the case of dynamic
applications with irregular and non-manifest access patterns, it
is however commonly and intuitively believed that the cache
would perform better. In this paper, we show by theoretical
analysis and empirical results that this intuition can sometimes
be misleading. When access-probabilities remain fixed, we prove
that the scratch-pad, with an optimal mapping, will always
outperform the cache. We also demonstrate how to map dynamic
applications efficiently to scratch-pad or cache and additionally,
how to accurately predict the performance.

I. INTRODUCTION

Multimedia and network applications are well-known to be

highly data dominated [5]. To reduce memory-access related

energy and performance costs in such applications, the mem-

ory hierarchy must be effectively designed (with respect to

capacity and number of levels) and efficiently used [18][16]

(i.e. data mapping to carefully exploit the hierarchy). Most

multimedia and network platforms today have at least one, two

or more levels of cache. Lately, software-controlled cache, also

known as scratch-pad memory (SPM), have also been viewed

as an alternative to the data and instruction cache [9][12][23].

SPM is software controlled. Therefore, the compiler or

the application developer must make, and instrument, all the

decisions about which data should reside on SPM at any

time. This situation is quite different from the cache, where

the hardware is in charge of exploiting the locality using a

circuit that implements the least recently used algorithm. The

hardware simplicity of SPM enables it to provide a low power-

consumption and access-time number, on a per access basis,

compared to cache [4]. Applications in which the data access

pattern is regular and manifest (i.e. known at compile time)

can be mapped easily and efficiently to SPM [1][9][11]. Such

applications include matrix multiplication, filtering and large

portions of audio and video compression algorithms. Since

SPM is cheaper than cache, in such cases the better choice is,

indeed, the SPM. If, however, the applications exhibits more

dynamism – objects being accessed in a data-dependent and

seemingly random fashion – mapping to SPM requires more

ingenuity. Applications involving trees, heaps, tries, graphs

and linked lists often exhibit this kind of dynamism. One may

reckon that the cache would do a better job in such cases and,

therefore, decide to let such objects be handled by the cache.

This may or may not hold true. We, therefore, require more

sound techniques for deciding between SPM and cache.

In this paper, we study the performance of dynamic ap-

plications, when mapped to SPM or cache, using models

of access probability. This allows us to analyze and predict

whether the cache would outperform the SPM, and by how

much. We back our theoretical conclusions with empirical

results. To the best of our knowledge, this is the first work

that analytically compares the performance of SPM with

cache. Previous studies [7][12] have focused on finding good

mapping techniques for SPM. As such, the comparison of SPM

performance with cache was limited to simulation results.

Unfortunately, that does not provide broader insight.

The remainder of this paper is organized as follows. Sec-

tion 2 gives a motivating example. Section 3 reviews related

work. Section 4 gives a brief description of the probability

model that we employ. Section 5 compares SPM and cache

performance with this model. And last, section 6 presents

empirical results.

II. MOTIVATING EXAMPLE

The function search in the program section below, does
a spell-check by performing a search of the given word,
of n letters, against its internal dictionary. The dictionary is
implemented as a trie (tree with variable number of child-
nodes) which enables fast searches.

typedef struct node{ //trie data-structure
struct node *next, *down; char letter;
}Node;

bool search(Node *nptr, char *word, int n){
for( i = 0 ; i < n ; i++ ){
while(nptr && (nptr->letter < word[i])){
nptr = nptr->next;

}
if(nptr){
if(nptr->letter == word[i])

nptr = nptr->down;
else return false; //word not found

}else return false; //word not found
}
return true; //word found

}



This application can be mapped to the SPM or the cache.

For the case of data-cache, since the tracking and migration

of data to and from the cache is handled by hardware, no

changes are required on the code. For the case of SPM,

however, additional instructions are necessary to place some

of the nodes on SPM. The rest of the nodes remain in external

memory from where they are directly accessed. Access to the

nodes mapped to SPM will be quick and energy efficient. If

the nodes are mapped intelligently such that most of the search

is to nodes on the SPM, then overall good performance and

energy efficiency can be expected. The question is: Can the

SPM really compete with the cache in such a dynamic and

data-dependent application. We will address such questions

both analytically and with empirical results.

As a side remark, note that pointer based data-structures

(such as trie) allow placement (of some of the nodes) on SPM

in a seamless way without requiring checks with each access.

On the other hand, if we place parts of an array on SPM and

the rest on the external memory, then each access to the array

(using an index expression) will require first a check to see

where that segment resides.

III. RELATED WORK

Banakar et al. [4] did a detailed study of the energy and area

advantage of the SPM over the cache. On a per access basis,

they found that a 2KB, 2-way cache consumed 4.57 nJ., while

a 2KB SPM consumed only 1.53 nJ. Initial work by Panda et

al. [17] on utilizing the SPM focused on scalars and highly

used, small-sized arrays. Their approach was extended and

improved upon by other researchers [3][21][23] who applied

knapsack formulation and ILP solvers to find the best set of

data objects (globals, stack variables and arrays) and program

routines that would still fit into the SPM and yet save the

highest amount of energy. For arrays larger than the SPM

size, these solutions do not work well. However, for arrays

accessed in a regular pattern – inside nested-loops by index

expressions which are linear functions of the loop iterators –

several additional SPM mapping techniques using data-space

and iteration space tiling have been proposed [9][11][12]. They

work well irrespective of the array size, and always outperform

the cache.

Dominguez et al.[7] explain a technique for mapping dy-

namic data structures, e.g. linked lists and trees, to SPM. The

size allocated in the SPM to each set, e.g. nodes of a particular

tree, is made proportional to the overall number of access to

that set. They do not compare between SPM and cache but are

only concerned with finding the best allocation of the SPM

for the different dynamic objects, each vying for space on the

SPM.

For the cache, itself, there have been numerous studies

to estimate its performance for regular and non-regular ap-

plications. Several studies have tried to quantify the cache

performance by summarizing or analyzing actual memory

access trace [2][20]. From analytical comparison perspective,

however, trace analysis is not fruitful. On the other hand,

the Independent Reference Model (IRM) of Rao [19][13] is

more suited to our purpose of analyzing cache behavior for

comparison with SPM. This model was recently extended

[8][15] to algorithmic analysis. Rao’s equations assume a

given (specified) data-layout. However, the results in our paper

allow conclusions to be drawn across all possible layouts.

IV. MODEL DESCRIPTION

Computations such as matrix multiplication generate mem-
ory reference strings, i.e. sequence of data memory addresses,

that are regular and input-independent, and can be determined

without even running the program. This enables good SPM

mapping, and as such the SPM is able to outperform the cache

for all these types of computations [12].

On the other hand, dynamic applications generate refer-

ence strings that are irregular and input-dependent. Therefore,

predicting SPM and cache performance (hit-rate) with the

techniques used for the regular case turns out to be unwieldy

and complicated. In this paper we use statistical methods [22]

to compare the SPM performance with the cache. We start

by characterizing the reference string using the Independent

Reference Model (IRM) [15][19].

Consider a set of objects O1, O2, . . . , On and a set of cor-

responding access probabilities p1, p2, . . . , pn. The reference

string can be denoted as r1, r2, . . . , rt, . . . , rN , where rt is the

object referenced at time t. Under IRM:

Pr[rt = Oi] = pi , 1 ≤ i ≤ n , t > 0

That is, the probability of rt being Oi is pi. Though this model

does not take into consideration the correlation between ac-

cesses, studies [10] show that the behavior modeled assuming

independent reference gives results that are very close to those

obtained using models that do indeed incorporate such corre-

lation. We will also show this with empirical results which

reconfirm that IRM is indeed able to accurately predict SPM

and cache performance for data-structures such as trees where

the access-pattern is clearly data-dependent and correlated.

Now, we will compute the cache hit-rate for the set of access

probabilities given above. Suppose we have a cache with just

one block and so it contains only the last object accessed.

It can been shown [13] that the states of this cache forms a

homogeneous Markov chain, where each state Si is defined as

having the object Oi inside the cache block. The equilibrium

probability of state Si equals pi [19] and hence, the probability

that object Oi is inside the cache, at anytime, equals pi.

Therefore, if object Oi is accessed, then the probability that

the access results in a hit (object found in cache) equals pi.

Averaging the hit-rate across all possible accesses, we get the

expected hit-rate η for a cache of size one as:

η =
n∑

i=1

p2
i (1)

Embedded systems usually contain caches with low associa-

tivity to reduce the energy and area. The results that we derive

are, therefore, in the context of the direct-mapped cache (DM-

Cache). Caches with low associativity perform similar to the
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Fig. 1. Access-probabilities in a linked list, when each node is equally likely
to be the target of the next search. A search starts at head and stops when
target is found.

direct-mapped [19]. We will later present empirical results that

confirm this as well.

The expected hit-rate for a DM-Cache of more than one

block can be computed by placing the objects into disjoint

groups. Assume that the DM-Cache contains m cache blocks,

and each block can hold only one object. Let Gi denote the

set of objects which map to cache block i. Out of the n
objects O1, O2, . . . , On, assume (for simplicity) that k = n/m
objects map to each cache block. Objects in Gi are denoted as

O1(i), O2(i), . . . , Ok(i), and the corresponding probabilities

as p1(i), p2(i), . . . , pk(i), respectively. Let Di = p1(i) +
p2(i)+ . . .+pk(i). The following result, from Rao [19], gives

the expected hit-rate of a DM-Cache:

ηDM =
m∑

i=1

1
Di

k∑
j=1

p2
j (i) (2)

Essentially, a DM-Cache behaves as m disjoint, fully-

associative caches, each of size one. So, Eq. 1 can be applied to

each cache block, but with conditional probabilities pj(i)/Di.

The overall hit-rate equals the weighted sum of hit-rates of

each individual block. The weight for a block equals the

probability that the next access would be to that block. For

block i, this equals Di.

Let us now see how to compute access probabilities. A

linked list is shown in Fig. 1. Each node contains a key and

some data. The search for a node, with a certain key, starts

at the head and continues till that node is found. Each key

is equally likely to be the target of the next search. Now,

if the nth node has access probability p, then the (n − 1)th

node has access probability 2p. Reason: the (n − 1)th node

is referenced when the nth node is the target of a search, and

it is also referenced when it is, itself, the target of a search.

Probabilities for all the nodes is shown in Fig. 1. It is also

possible to assign probabilities in an application-specific way

or based on profiling as we will show later.

Next, consider a binary search-tree. A search starts at the

root and proceeds downward to the target leaf-node. From any

parent, the search-path has an equal chance of moving to the

left child-node or to the right child-node. Therefore, if the

access probability of a parent is p, each child-node has access

probability p/2. Fig. 2 shows the access probabilities of nodes

in a binary tree.

V. ANALYTICAL STUDY

In this section, we analyze SPM and DM-Cache perfor-

mance using the model discussed before.
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Fig. 2. Access-probabilities of nodes in a binary tree.

To recapitulate, we have n objects O1, O2, . . . , On with

access probabilities p1, p2, . . . , pn, respectively. Without loss

of generality, let p1 ≥ p2 ≥ . . . ≥ pn. To maximize the

SPM hit-rate, objects O1, O2, . . . , Om, where m is SPM size,

must be placed on SPM. The rest of the objects remain in the

memory, from where they are accessed directly. Hence, each

access to Oi, where i > m, constitutes a miss. The expected

hit-rate of this optimal SPM mapping is:

ηSPM =
m∑

i=1

pi (3)

Let us now compare this with the hit-rate of a

DM-Cache, also of size m, using Eq. 2. As before,

objects O1(i), O2(i), . . . , Ok(i), with access probabilities

p1(i), p2(i), . . . , pk(i), respectively, map to cache block i.
Again, without loss of generality, let p1(i) ≥ p2(i) ≥ . . . ≥
pk(i). Although we assume that exactly k = n/m objects map

to each block, it is not a limitation of the proof, but is done

so as to simplify the notation.

Since Di = p1(i) + p2(i) + . . . + pk(i) in Eq. 2, we have

p1(i) = Di −
∑k

j=2 pj(i) Now, Eq. 2 can be rewritten as:

ηDM =
m∑

i=1

1
Di

[
p2
1(i) +

k∑
j=2

p2
j (i)

]

=
m∑

i=1

1
Di

[
p1(i)

(
Di −

k∑
j=2

pj(i)
)

+
k∑

j=2

p2
j (i)

]

=
m∑

i=1

p1(i) −
m∑

i=1

1
Di

k∑
j=2

p1(i)pj(i) − p2
j (i)

=
m∑

i=1

p1(i) −
m∑

i=1

1
Di

k∑
j=2

pj(i)
(
p1(i) − pj(i)

)
(4)

Since p1(i) ≥ pj(i), 1 < j ≤ k, in Eq. 4 each expression

pj(i)
(
p1(i) − pj(i)

)
is always positive. Hence:

ηDM ≤
m∑

i=1

p1(i) (5)

The expression
∑m

i=1 p1(i) in Eq. 5 attains its maximum

value when the objects O1(1), O1(2), . . . , O1(m), with prob-

abilities p1(1), p1(2), . . . , p1(m), respectively, are any per-

mutation of the objects in the set {O1, O2, . . . , Om}. Note

that O1, O2, . . . , Om are the objects with the highest access

probabilities among all the n objects. Therefore, the highest
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Fig. 3. Hit-rates for key search on the linked list. Cache performance worsens,
compared to SPM, with increasing problem size.

value attained by ηDM is
∑m

i=1 pi. Comparing this with Eq. 3,

we conclude that ηDM ≤ ηSPM .

Therefore, under the given assumptions, we see that the

SPM with an optimal mapping can always outperform the

DM-Cache. The cache can have any data-layout, whatsoever,

and yet the SPM, with optimal mapping, will still perform

better. In the next section, we will validate this conclusion

with experiments. We will also show that our conclusion holds

even for set associative caches.

In this paper, we have looked at dynamic data structures

whose topology does not change or changes gradually over

time. For example, our result holds well for a tree on which

the basic operation is traversal. The tree’s topology may

change only very slowly over time through re-balancing,

deletion and insertions. Another class of problems is when

the topology changes very fast. In that case, the comparison

between SPM and cache has to take into consideration the

exact replacement policy of SPM. We are currently studying

this class of applications but do not discuss the solution any

further in this paper.

VI. EMPIRICAL VALIDATION

Let us now verify the theory with experiments. We will look

at three applications and see how they fare on SPM and cache.

A. Linked List

Fig. 3 plots the measured hit-rates for searches conducted

on the linked list of Fig. 1. In the experiment, the L1-memory

size is 4KB, with cache block-size 16B. Each node is 16 bytes.

In the case of SPM, the first m (256) nodes from the head of

the list were placed on SPM. For the DM-Cache case, the first

m nodes were placed in different cache blocks. From Fig. 3

we see that SPM does indeed outperform the direct-mapped

cache. The cache performance, with respect to SPM, worsens

for increasing problem size because of increasing conflicts.

B. Spell-Checker

The spell-checker [14] checks and reports whether the given

word exists in its dictionary. To enable fast searches, the

dictionary is built as a trie (tree with variable number of child-

nodes). A trie is shown in Fig. 4. The search-path to the word

the is delineated with a dotted line in the figure.
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thatthai
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Fig. 4. Spell-checker implemented with trie data-structure. Search-path to
the is delineated with dotted line.
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Fig. 5. Spell-Checker: Predicted (pred.) and measured (meas.) hit-rates.
Predictions are within 2.6% accuracy.

At first, one might be tempted to map the spell-checker

onto the cache because it involves data-dependent traversal

of a pointer-based dynamic data structure. However, we will

see that with a smart mapping the spell-checker actually does

better on SPM. In our experiment, the trie contains over five

thousand commonly used words. By performing a mock spell-

check on a training-essay, the access probability of each trie-

node is estimated. The access probabilities are then used to

predict the hit-rates using Eq. 2 and 3. For SPM, it assumes

that the nodes with highest access probabilities are mapped to

SPM, while for the DM-Cache case it assumes that they map

to different cache-blocks. The actual hit-rates are measured by

running the spell-checker over another document of more than

hundred thousand words.

Fig. 5 shows the predicted and measured hit-rates. The

first observation is that the predictions, both for SPM and

DM-Cache, is close to the measured values. Therefore, IRM

is indeed able to model SPM and cache behavior for data-

dependent traversals to a high degree of accuracy. The second

observation is that, as proven in previous section, the SPM

with optimal mapping does indeed outperform the DM-Cache

– albeit by a small margin. However, since SPM is more

energy efficient than cache, SPM is better suited for this

application.

Let us now compare the previous SPM and DM-Cache

mappings with other mapping techniques. Typically, the trie

is grown by inserting new words into it. In the first version
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Fig. 7. Spell-Checker: SPM performance compared to 1, 2, 4 and 8 way
set-associative caches. Increasing associativity does not improve performance
significantly.

SPM-1, the words are inserted into the trie in lexicographical

order and the nodes are allocated space in the SPM on a first

come first serve basis, till the SPM gets full. In the SPM-2

version, the trie is built by inserting the most commonly used

words (e.g. the, as, and) first, and then inserting the remaining

words. Therefore, words which are searched most often have

their paths almost entirely on the SPM. We say almost because

words inserted later-on could potentially add new nodes in

the paths to the commonly used words. Fig. 6 shows the hit-

rates for SPM-1 and SPM-2, and compares them with SPM-

3 and DM-Cache. The SPM-3 version puts the nodes with

highest access probabilities on SPM. Therefore, SPM-3 is

identical to SPM (meas.) in Fig. 5 but is shown again for

convenience. DM-Cache in Fig. 6 shows the hit-rate when no

customized mapping of nodes is done. This is different from

the experiment conducted for DM-Cache (meas.) in Fig. 5

where nodes with highest access probabilities were mapped

to different cache-blocks. Therefore, as expected, the hit-rate

values for DM-Cache in Fig. 6 are less than those of DM-

Cache in Fig. 5. From Fig. 6, we therefore conclude that

mapping using access probabilities can be superior compared

to conventional mapping techniques.

Next, we study the impact of increasing associativity on

the performance of the cache. In particular, we would like

to see if set-associative caches can outperform the SPM.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
3 10 9 7 15 11 9 11 15 8 16

3

10
11

15

4
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9
9
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8
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4 ... ... ... ...

Fig. 8. A binary-heap implementation of the priority-queue for the minimum
spanning tree algorithm.

Fig. 7 compares direct mapped (1-way) with 2, 4 and 8-way

set-associative cache. The SPM hit-rate (columns for SPM-

3) are also shown for comparison. We see that increasing

the associativity does not tilt the performance toward cache.

Moreover, set-associative caches are power hungry and hence

any performance gains comes at high energy penalty.

C. MST - Prim’s Algorithm

Prim’s algorithm finds a minimum spanning tree (MST) for

the given connected graph [6]. The algorithm starts with a

single node and adds one edge at a time, till all the nodes

have been connected. At any time, during the building of the

tree, there is a set of nodes T already in the tree, and another

set of nodes T ′ currently not in the tree. Each node in T ′ is

assigned a weight that is equal to the cheapest edge connecting

it to some node in T . Organizing the set of weights in T ′ such

that the cheapest edge can be found quickly is done using a

binary-heap. A binary-heap, such as in Fig. 8, is a complete

binary-tree embedded into an array. Each node in the heap has

a weight which is less than or equal to that of its two children.

Therefore, the node h with the least weight is at the top (root).

When h is removed, the last heap-node is moved to the top

and then it percolates down to its new appropriate place.

In estimating the hit-rates (using Eq. 2 and 3), we assume

that a node percolating downward, ultimately reaches the

bottom. This simplification has a certain degree of associated

error. Secondly, note that the tree shrinks in size as nodes

are removed from it. Therefore, the estimated hit-rate is the

mean for the entire range. Fig. 9 shows the predicted and

measured hit-rates on a complete graph of over thousand

nodes. We observe that the predicted values are slightly below

the measured values. The reason is that since some nodes do

not percolate all the way down, the access probabilities are

actually higher for nodes near the top of the heap as compared

to what was assumed in our calculations.

Fig. 10 gives the hit-rates for different set associative

caches. We see that increasing the associative does not have

a big impact on the cache performance and the SPM still

outperforms the cache.
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VII. CONCLUSION AND FUTURE WORK

Data-dependent access to data structures such as tries, trees,

heaps and linked lists can be modeled to a reasonable level

of accuracy in Independent Reference Model (IRM). We use

IRM to prove that scratch-pad memories, with an optimal

mapping based on access probabilities, can outperform the

direct-mapped cache, irrespective of the layout influencing

the cache behavior. This analytical result is then verified with

experiments. Increasing the associativity in the cache is shown

not to improve the cache performance in any significant way.

We, therefore, see our main contribution as demonstrating,

theoretically and empirically, that scratch-pad memories can

be effectively used more than just for regular applications.

This paper does not address the issue of SPM and cache

behavior when the topology of the data structure changes

rapidly with time – resulting from insertions, deletions and

restructuring of the nodes. In that case, scratch-pad and cache

performance evaluation has to take into consideration the

replacement policy of the scratch-pad, and the conflicts in the

cache from different placement (layout) of objects in memory.

Scratch-pad replacement policy can be application dependent

or be independent (using generic allocators).
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