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#### Abstract

With shrinking technology, the timing variation of a digital circuit is becoming the most important factor while designing a functionally reliable circuit. Gate sizing has emerged as one of the efficient way to subside the yield deterioration due to manufacturing variations. In the past single-objective optimization techniques have been used to optimize the timing variation whereas on the other hand multi-objective optimization techniques can provide a more promising approach to design the circuit. We propose a new algorithm called YOGA, based on multi-objective optimization technique called Non-dominated Sorting Genetic Algorithm (NSGA). YOGA optimizes a circuit in multi domains and provides the user with Pareto-optimal set of solutions which are distributed all over the optimal design spectrum, giving users the flexibility to choose the best fitting solution for their requirements. YOGA overcomes the disadvantages of traditional optimization techniques, while even providing solutions in very stringent bounds.


## 1. INTRODUCTION

With recent shrinking of transistor feature size, uncertainty in circuit response has become the most menacing issue for the circuit designers. Data statistics indicate that delay variation of a simple gate can go as high as $10 \%-15 \%$ of the expected value. If no compensating techniques are employed to encounter these variations, the yield of nanometer digital circuits can decrease drastically, thereby increasing the manufacturing cost by multiple folds. In recent past the technique of scaling the transistor W/L ratio, also known as gate sizing, has emerged as one of the convincing technique for combating these uncertainty due fickle fabrication processes. In this technique, various algorithms and heuristics are used to scale transistor sizes, so as to decrease the timing variations of the circuit and increase the yield. Thus gate sizing presents a promising approach to counter the diabolic affects of manufacturing process uncertainty.

A survey of previous literature reveals that gate sizing techniques have been in lime light for the past decade. The issue of calculating the timing yield and optimizing it has been addressed numerous number of times. Most generally gate sizing problem has been viewed as minimizing a tim-

[^0]ing variability while having constraints on area or delay [1]. Yield optimizations has also carried out using optimization tools [2] under similar constraints, through modular neural networks [3], geometric programming [4] and also in presynthesis steps [5]. Yield issues for sequential circuits has also been addressed in [6]. Song in [7] proposed an approach in which gate sizing is done on statistical critical paths and offers a trade off between area and variation deduction. But most of these work concentrated on trade-off between area overhead and timing variance reduction. Recently Orshansky el al proposed an stochastic algorithm for power minimization under variability with a guarantee of power and timing yield [8]. Thus power now played an vital role in designing the circuit, while keeping an constraint on timing yield. Thus the traditional framework for optimization can be summarized as:
\[

$$
\begin{array}{rc}
\min & f(x) \\
\text { Subject to } & g(x) \leq g_{\max }  \tag{1}\\
& h(x) \leq h_{\max }
\end{array}
$$
\]

Doing optimization through techniques just mentioned in Equation (1), which has a single objective function, have various disadvantages. First and foremost, the final solution of single objective optimization process will depend on the constraints placed on other parameter $\left(g_{\max }, h_{\max }\right)$, which are user defined. Thus if these values are not properly chosen then the resulting solution may not be the most appropriate one. For example if we define penalty as the increase in $g(x)$ and $h(x)$, and if the bounds are set very loose, the optimization may minimize $f(x)$ while using all the penalty it is allowed to incur. A second solution may be present with similar objective function value but with considerable less penalty. In those cases the traditional techniques may not deliver the second solutions and thus may not spot the most 'attractive' solution. Secondly, all the optimization technique have been only single-objective function. Thus if more than one objective have to be optimized, the traditional techniques, will optimize the first objective function first and then redo the optimization on this solution with second objective as primary aim. Thus it has to be done in a 'sequential' sense. Multi-objective optimization pose a better approach in which multi objectives are simultaneously optimized. Thus using multi-objective optimization both $f(x)$ and penalties on $g(x), h(x)$ can be optimized (minimized) simultaneously. Thirdly, if the bounds on $g(x)$ and $h(x)$ are set too tight, then there may not exist any feasible solution which satisfies all the constraints. In such cases, the traditional techniques will flounder ending up in giving no solution. Thus optimization techniques are required which can minimize multiple objectives, which are user independent and which don't crumple under too strin-
gent constraints.
Thus we propose our technique, Yield-area Optimization using Genetic Algorithm, YOGA, which encounters the above stated disadvantages. YOGA attempts to minimize all criterion i.e, area, mean delay and delay variance simultaneously. YOGA at the simulation end provides the user with multiple solution spread over the optimum design spectrum. All the solutions in the final set are called Pareto-optimal solutions [9, 10], in which none of the solutions are better than any other in the set, thus any one solution can be chosen without hesitation of optimality. Thereby it gives the designers the flexibility to choose the most appropriate solution according to their needs. YOGA's application can be easily extended to simultaneously optimize power consumption of a circuit. Just by including an extra objective of minimizing power stochastically [8] the designers can get similar trade-off information between power and timing yield and find the best fitting solution or otherwise get trade-off information of a larger picture including area, power and timing yield all together.

Our rest of the paper is organized as follows. Section 2 provides a preliminary introduction to technique of gate sizing. In Section 3, we describe the backbone algorithm of Non-dominated Sorting Genetic Algorithm. Section 4 provides a demonstration of the technique while YOGA implementation for gate sizing is discussed in Section 5. The experimental results are listed in Section 6 and Section 7 concludes our paper.

## 2. BASIC GATE SIZING TECHNIQUE

The traditional framework of gate sizing technique can be summarized as:

$$
\begin{array}{rc}
\text { find } & \mathbf{s} \\
\text { min } & \sigma^{2}\left(d_{\mathcal{O}}\right)  \tag{2}\\
\text { Subject to } & \mu\left(d_{\mathcal{O}}\right)
\end{array}
$$

where

1. $\mu(x)$ is the mean and $\sigma^{2}(x)$ is the variance of the random variable $x$.
$\mathbf{s}=\left\{s_{1}, s_{2}, \ldots, s_{n}\right\}$, where $s_{i}$ is the size of gate $g_{i}$, $\mathcal{G}$ is the set of all gates and $g_{i} \in \mathcal{G}$. Size $s$ for any gate denotes, the ratio of area of the gate to that of a minimum sized inverter.
2. $\mathcal{O}$ is the set of all the outputs of the circuit.
3. $d_{i}$ is the delay of the $i^{t h}$ output of the circuit and $i \in \mathcal{O}$
4. $\pi(\mathcal{G})$ denotes the area of circuit containing gates $\mathcal{G}$
5. $\pi_{\max }$ and $\mu_{\max }$ are the maximum allowable Area and Mean output delay of the circuit.

Thus a regular gate sizing algorithm will solve the non-linear optimization problem stated in Equation 2 and provide the end user with a single s. The constraints place an upper bound on the penalty entailed while trying to optimize the objective function, where penalty can be in form of area or delay overhead.

## 3. NON-DOMINATED SORTING GENETIC ALGORITHM

In this section we provide an overview of Non-dominated Sorting Genetic algorithm (NSGA) which will be used as the base for our gate sizing algorithm. Extensive study has been done in multi-objective programming using genetic algorithms in the past $[9,10,11,12]$. One of the most influential work has been done by Deb in [13], in which he has coined the primary prototype of NSGA.

```
Algorithm 1 NSGA Algorithm
    pop \(\leftarrow\) GenerateInitialPopulation
    if generation \(\leq \max\) generation then
        rank \(\leftarrow\) NonDominatedRanking \((p o p)\)
        fitness \(\leftarrow\) FitnessAssignment (pop, rank)
        for \(i=1\) to N step 2 do
            parent \({ }_{1} \leftarrow\) Selection(pop, fitness)
            parent \(_{2} \leftarrow\) Selection(pop, fitness)
            \(\left(\right.\) child \(_{1}\), child \(\left._{2}\right) \leftarrow\) Crossover \(^{\left(\text {parent }_{1}, \text { parent }_{2}\right)}\)
            newpop \(_{i} \leftarrow\) Mutation \(\left(\right.\) child \(\left._{1}\right)\)
            newpop \(i_{i+1} \leftarrow\) Mutation child \(_{2}\) )
        end for
        рор \(\leftarrow\) пеwрор
        generation \(\leftarrow\) generation +1
    end if
    final_rank \(\leftarrow\) NonDominatedRanking \((p o p)\)
    NonDominatedSolutions \(\leftarrow\) pop \(_{i}, \forall i \in\) final_rank \(k_{i}=1\)
    return NonDominatedSolutions
```


### 3.1 Pareto-optimal Solution

A solution is called Pareto-optimal solution, if there exists no other solution for which at least one of its criterion has a better value while values of remaining criteria are the same or better. In other words, one can not improve any criterion without deteriorating a value of at least one other criterion. Thus a design vector $x^{*}$ is Pareto-optimum if and only if, for an minimization problem and for any $x$ and $i$,

$$
\begin{aligned}
f_{j}(x) & \leq f_{j}\left(x^{*}\right) \quad \forall j=1, \ldots, m, j \neq i \\
\Rightarrow f_{i}(x) & \geq f_{i}\left(x^{*}\right)
\end{aligned}
$$

where $f_{i}(x)$ is the value of $i^{t h}$ objective function.
NSGA gives rise to a set of such Pareto-optimal solutions. In a multi-optimization problem, the designer may be interested in more than one of such solutions because of the equal quality of the solutions. The concept of NSGA is discussed in next section.

### 3.2 NSGA Algorithm

The algorithmic flow of NSGA is summarized in Algorithm 1. A Model multi-objective optimization problem can be summarized as.

$$
\begin{array}{lcl} 
& \min f_{i}(\mathbf{x}) & \forall i \in\{1, M\}  \tag{3}\\
\text { Subject to : } & x_{j}^{L} \leq \mathbf{x}_{j} \leq x_{j}^{U} & \forall j \in\{1, P\}
\end{array}
$$

where $f_{i}$ is the $i^{\text {th }}$ objective function for $i=1, \ldots, M$ and $\mathbf{x}=\left\{x_{1}, \ldots, x_{P}\right\}$ where $x_{j}$ is the $j^{t h}$ design variable and $x_{j} \in\left[x_{j}^{L}, x_{j}^{U}\right]$. Henceforth all optimization will pertain to a minimization problem, unless otherwise stated. The various steps in Algorithm 1 are explained below.

### 3.2.1 GenerateInitialPopulation Operator

This process generates pop, an array of size $N \times P$, which contains $N$ (population size) members, each of which is a vector for length $P$. This population is created by generating uniformly distributed random numbers bounded by $\left[x_{j}^{L}, x_{j}^{U}\right]$ for each $x_{j}$.

### 3.2.2 NonDominatedRanking Operator

DEFINITION 1. Say operator ' $\triangleleft$ ' denotes worse and ' $\triangleright$ ' denotes better solution i.e, for a minimization problem $a \triangleleft b$ means $a>b$ while for a maximization problem $a \triangleleft b$ means $a<b$ and vice-versa for ' $\triangleright$ ' operator. Thus a solution $\mathbf{x}^{a}$ is said to dominate $\mathbf{x}^{b}$ if both of following condition is true:

```
Algorithm 2 Non-Dominated Ranking Algorithm
    \(\chi \leftarrow 1\) \{comment: pop is the current population and
    \(\left.\left\{x^{a}, x^{b}\right\} \in p o p\right\}\)
    repeat
        \(N \leftarrow\) length \((p o p)\)
        for \(a=1\) to \(N\) do
            if \(\exists b\) such that \(x^{b} \triangleright x^{a}\) then
                push \(\left(x^{a}\right.\), dominated)
            end if
        end for
        for \(a=1\) to \(N\) do
            if \(x^{a} \notin\) dominated then
                \(\operatorname{rank}_{x^{a}} \leftarrow \chi\)
                remove ( \(x^{a}\), pop)
            end if
        end for
        \(\chi \leftarrow \chi+1\)
        clear dominated
    until pop \(=\{\emptyset\}\)
    return NonDominatedRanking
```

1. $\mathbf{x}^{a}$ is no worse than $\mathbf{x}^{b}$ for any of the objective functions. In other words, $f_{i}\left(\mathbf{x}^{a}\right) \nrightarrow f_{i}\left(\mathbf{x}^{b}\right)$ for all $j=$ $1, \ldots, M$.
2. The solution $\mathbf{x}^{a}$ is strictly better than $\mathbf{x}^{b}$ in at least one objective. In other words, $\exists j$ for which $f_{j}\left(\mathbf{x}^{a}\right) \triangleright$ $f_{j}\left(\mathbf{x}^{b}\right)$.

Now for a set of $N$ solution vectors, the non-dominated ranking can be done according to Algorithm 2.

### 3.2.3 FitnessAssignment Operator

After the population of size $N$ has been ranked, fitness values are assigned each of the solution. At first all the solutions in a particular front (having same rank) are assigned same fitness value ( $f_{k}$ ) and then those fitness value is shared with other solutions in the same front. The sharing procedure for a solution $x^{a}$ in the $k^{\text {th }}$ front is performed as follows:
i. Compute Euclidean distance measure with another solution $x^{b}$ in the $k^{t h}$ front as:

$$
d_{a b}=\sqrt{\sum_{p=1}^{P}\left(\frac{x_{p}^{a}-x_{p}^{b}}{x_{p}^{U}-x_{p}^{L}}\right)^{2}}
$$

ii. The Sharing function value is then computed as [12]:

$$
S\left(d_{a b}\right)= \begin{cases}1-\left(\frac{d_{a b}}{\xi}\right)^{2}, & \text { if } \quad d_{a b} \leq \xi \\ 0 & \text { otherwise }\end{cases}
$$

where $\xi \approx \frac{0.5}{\sqrt[2]{10}}$
iii. The niche count is then computed as:

$$
n_{a}=\sum_{b=1}^{p_{k}} S\left(d_{a b}\right)
$$

where $p_{k}$ is the number of solutions in the $k^{t h}$ front.
iv. Then the new fitness value is computed as:

$$
f_{i}^{\prime}=\frac{f_{k}}{n_{a}}
$$

This procedure is repeated for all the fronts with $f_{k+1}=$ $\min \left(f_{k}\right)-\kappa$ where $\kappa$ is a small positive value.

### 3.2.4 Selection Operator

After fitness has been assigned to all the solutions of the current population, one solution is randomly picked up from the pool. The probability of selection of a solution $x^{a}$ with fitness value $f_{a}$ is given by [12]:

$$
P\left(x^{a}\right)=\frac{f_{a}}{\sum_{j=1}^{N} f_{j}}
$$

### 3.2.5 Crossover Operator

Crossover is the fundamental mechanism of genetic rearrangement for both real organisms and genetic algorithms. After two parents are selected by the Selection operator, these two parents are crossed over with a probability of 0.9 to give rise to two new children. The Crossover operation can be summarized as:
i. Calculate $\beta_{q}$ as:

$$
\beta_{q}=\left\{\begin{array}{lc}
(u \alpha)^{\frac{1}{\eta_{c}+1}}, & \text { if } u \leq \frac{1}{\alpha} \\
\left(\frac{1}{2-u \alpha}\right)^{\frac{1}{\eta_{c}+1}} & \text { otherwise }
\end{array}\right.
$$

where $\eta_{c}=30, u$ is a random number between 0 and 1 and $\alpha=2-\beta^{-\left(\eta_{c}+1\right)}$ where $\beta$ is calculated as follows:

$$
\beta=1+\frac{2}{x_{i}^{b}-x_{i}^{a}} \min \left[\left(x_{i}^{a}-x_{i}^{L}\right),\left(x_{i}^{U}-x_{i}^{b}\right)\right]
$$

ii. The children are then calculated as follows:

$$
\begin{gathered}
y_{i}^{a}=0.5\left[\left(x_{i}^{a}+x_{i}^{b}\right)-\beta_{q}\left|x_{i}^{b}-x_{i}^{a}\right|\right] \\
u_{i}^{b}=0.5\left[\left(x_{i}^{a}+x_{i}^{b}\right)+\beta_{a}\left|x_{i}^{b}-x_{i}^{a}\right|\right]
\end{gathered}
$$

### 3.2.6 Mutation Operator

Mutations modify a small fraction of the solution variables: roughly one in every 10,000 . Mutation alone does not generally advance the search for a solution, but it does provide insurance against the development of a uniform population incapable of further evolution. After the two children are generated by the Crossover operator, they are mutated by using the polynomial probability distribution [13]. The following steps are used on each $y_{i}$ for $i \in\{1, P\}$ with a probability $p_{m}$ :
i. Parameter $\delta_{q}$ is calculated as:

$$
\delta_{q}=\left\{\begin{array}{c}
{\left[2 u+(1-2 u)(1-\delta)^{\eta_{m}+1}\right]^{\frac{1}{\eta_{m}+1}}-1} \\
\text { if } u \leq 0.5 \\
1-\left[2(1-u)+2(u-0.5)(1-\delta)^{\eta_{m}+1}\right]^{\frac{1}{\eta_{m}+1}} \\
\text { otherswise }
\end{array}\right.
$$

where $u$ is a random number between 0 and $1, \delta=$ $\min \left[\left(y_{i}^{a}-y_{i}^{L}\right),\left(y_{i}^{U}-y_{i}^{a}\right)\right], \eta_{m}=100+$ iteration number.
ii. The mutated child portion is calculated as follows:

$$
z_{i}^{a}=y_{i}^{a}+\delta_{q}\left(y_{i}^{U}-y_{i}^{L}\right)
$$

The mutation probability $p_{m}$ is linearly varied from $\frac{1}{P}$ till 1.0 .

For minimization problems in NSGA, the objective function of the form $f_{j}(\vec{x}) \leq t_{j}$ is modified to $\min \left\langle f_{j}(\vec{x})-t_{j}\right\rangle$ where the operator $\langle x\rangle$ returns $x$ if $x$ is positive or 0 otherwise. A much detailed explanation for these operators can be found in [10]

## 4. NSGA DEMONSTRATION

We shall now demonstrate the application of NSGA on a sample non-linear multi objective optimization problem. The sample problem is formulated as:

$$
\begin{align*}
\text { goal } & f_{1}=10 x_{1} \leq 2 \equiv \min \left\langle f_{1}-2\right\rangle \\
\text { goal } & f_{2}=\frac{10+\left(x_{2}-5\right)^{2}}{10 x_{1}} \leq 2 \equiv \min \left\langle f_{2}-2\right\rangle \\
\text { Subject to } \mathbb{F} \equiv & \left(0.1 \leq x_{1} \leq 1,0 \leq x_{2} \leq 10\right) \tag{4}
\end{align*}
$$

Figure 1 shows a values of $f_{1}$ and $f_{2}$ for randomly chosen values of $x_{1}$ and $x_{2}$. It is noticed that there exists no feasible solution to this problem, since no values of $\left(x_{1}, x_{2}\right)$ can make both the objective function meet their goal. In this situation


Figure 1: Non-overlapping Criterion Space and Decision space of the problem stated according to Equation 4
the traditional optimization technique will cease to give any fruitful results, and on the other hand the solutions provided by NSGA are plotted in Figure 2. Thus NSGA provides solutions which are concentrated in a certain neighborhood and tries to bring both the objective functions near their goals and also the tries to keep the penalty of the solutions to a minimum. Thus instead of providing no-feasible-solution, it provides the solutions from the decision space which are closest to the required non-feasible objective function point. Thus the advantages of NSGA over the traditional techniques


Figure 2: NSGA solution to the Equation 4
are evident from this example. YOGA can thus use NSGA in order to do circuit optimization in the similar way, which is explained in further details in next section.


Figure 3: Depth based Nodal delay model for STA

## 5. YOGA IMPLEMENTATION

NSGA in [13] concentrated on convergence of such Paretooptimal set, while YOGA maintains wide diversity in the solution set, so as to provide the designer with ample different solutions distributed over design spectrum. Thus for using NSGA in YOGA, the problem is formulated as in Equation 5.

$$
\begin{array}{rc}
\text { find } & \mathbf{s}  \tag{5}\\
\text { Minimize } & \max \left(\vec{\sigma}_{\mathcal{O}} / \vec{\mu}_{\mathcal{O}}\right) \\
\text { Minimize } & \pi(\mathcal{G}) \\
\text { Subject to } & s_{j}^{L} \leq s_{j} \leq s_{j}^{U}, \quad \forall j \in[1, N], g_{j} \in \mathcal{G}
\end{array}
$$

where $\mathcal{O}$ is the set of all the outputs of the circuit, $\mathcal{G}$ is the set of all the $N$ gates in the circuit, $\vec{\mu}_{\mathcal{O}}$ is a vector of mean delay values of all the outputs in $\mathcal{O}, \vec{\sigma}_{\mathcal{O}}$ is a vector of delay deviation of all the outputs in $\mathcal{O}$ and $g_{i}$ is the $i^{t h}$ gate with a sizing factor of $s_{i}$.

Thus the solution vector of YOGA will be set of vectors each of length $N$, where each element of each solution will correspond to the sizing factor of the respective gates.

### 5.1 Gate Delay model

In the past, for the purpose of Statistical Timing Analysis (STA) of digital circuit, the delay was modelled as a random variable to incorporate the manufacturing uncertainty. Song in [7] modelled the variation in delay as sum of a factor directly proportional to delay and another random factor whereas Raj in [2] assumed variation to be $15 \%$ of the expected value. In our work we model the delay as:

$$
\begin{equation*}
d_{i}=\max \left(A_{i 1}, \ldots, A_{i n}\right)+d_{\text {gate }_{i}}+d_{\text {load }_{i}} \tag{6}
\end{equation*}
$$

where $d_{i}$ is the delay at wire $i,\left(A_{i 1}, \ldots, A_{i n}\right)$ are the arrival times of fan-ins of node $i, d_{\text {gate }_{i}}$ is the intrinsic delay of gate $_{i}$ and $d_{\text {load }}^{i}$ is the delay incurred due to fan-out loads of node $i$. The situation is depicted in Figure 3. Here the scaling factors $\left(s_{1}, \ldots, s_{N}\right)$ are modelled as random variables. Intuitively it can be comprehended that a smaller the sizing factor, larger is the uncertainty in manufacturing. Thus the factor $(\sigma / \mu)$ decreases with increasing size (where $\sigma_{s}$ and $\mu_{s}$ are the variance and mean of sizing factor respectively). With this kind of delay model and delay characterization (Section 5.2.1), delay at node $i$ can be computed fairly accurately by considering effects of arrival time, intrinsic delay, the loading effect.

### 5.2 Statistical Timing Analysis (STA)

Block based and event propagation techniques [14, 15] are efficient ways for doing the STA for the circuit. Our methodology is based on techniques mentioned in [15]. At first arrival times are assigned to all the primary inputs of the circuits depending on the fan-out load for each of the inputs. Then the whole circuit is divided into different depths.

The gates which receive their inputs from the primary inputs of the circuit are assigned a depth 1 . If $\mathcal{F}_{i}$ is the set of fan-ins of the gate $g_{i}$, and $\mathcal{D}_{i}$ is the depths of members of $\mathcal{F}_{i}$, then the depth of a gate $g_{i}$, is given by $\max \left(\mathcal{D}_{i}\right)+1$. A gate is not assigned its depth unless and until all the elements in $\mathcal{F}_{i}$ have been assigned their corresponding depths. After the depth assignment is completed, the mean and variance values of delay are computed for all the gates having depth 1. Then the delay values are propagated from depth 1 to depth 2 and so on from depth $k$ to depth $k+1$. The delay at the output of any gate $g_{i}$ is given by Equation 6. The $\max \left(A_{i 1}, \ldots, A_{i n}\right)$ operation is performed with the use of formulation for $z=\max (x, y)$ [16] according to Equation 7.

$$
\begin{align*}
& a^{2}=\sigma_{x}^{2}+\sigma_{y}^{2}-2 \sigma_{x} \sigma_{y} \rho \\
& \alpha=\left(\mu_{x}-\mu_{y}\right) / a \\
& \nu_{1}=\mu_{x} \phi(\alpha)+\mu_{y} \phi(-\alpha)+a \varphi(\alpha) \\
& \nu_{2}=\left(\mu_{x}^{2}+\sigma_{x}^{2}\right) \phi(\alpha)+\left(\mu_{y}^{2}+\sigma_{y}^{2}\right) \phi(-\alpha)+\left(\mu_{x}+\mu_{y}\right) a \varphi(\alpha) \tag{7}
\end{align*}
$$

where $x \sim N\left(\mu_{x}, \sigma_{x}\right)$ and $y \sim N\left(\mu_{y}, \sigma_{y}\right)$ and $\rho=r(x, y)$ where $r()$ is the correlation operator. Thus we can get $\mu_{z}=$ $\nu_{1}$ and $\sigma_{z}=\sqrt{\nu_{2}-\nu_{1}^{2}}$.

Thus the delay values are propagated from depth 1 till the last front which are the primary outputs of the circuit. After the mean and variance values are computed at the primary output, the factor $\max \left(\sigma_{1} / \mu_{1}, \ldots, \sigma_{L} / \mu_{L}\right)$, where $L$ is the number of outputs of the circuit, is computed and returned to YOGA as the value of one of it objective function. Though this is not a very accurate technique of doing STA, but since our main concentration in this work is the effectiveness of YOGA, we can compromise with a less complicated model for doing STA.

The area of the whole circuit is simply calculated as :

$$
\operatorname{Area}(\mathcal{G})=\sum_{j=1}^{N} \alpha_{j} s_{j}
$$

where $N$ is the number of gates in the circuit. $s_{j}$ is the size of gate $i$ which has a weighting factor of $\alpha_{j}$. The value of $\alpha_{j}$ for any particular gate depends on the number of its input and the type of the gate. For example a 2 -input XOR gate has an $\alpha$ value of 24 units while a 3 -input NAND gate has $\alpha$ value of 15 units. The weighting factor $\alpha$ depicts the size of a minimum sized gate of that type.

### 5.2.1 Delay Characterization

For shorter run time while doing the STA of any circuit, delay characterization is done before hand. In this technique, the effect on delay at node $i$ due to variations in $s_{i}$ of gate $g_{i}$ and size of fan-outs can be captured simultaneously. Initially a sample circuit is constructed consisting a chain of 2 inverters which have size as $s_{D}, s_{R}$ respectively. Then the sample circuit is simulated using SPICE for some set of random values pairs of $s_{D}$ and $s_{R}$ and the delay of $1^{s t}$ inverter is computed for each value pair. From Elmore delay analysis we conclude that the delay is of the form:

$$
\begin{equation*}
d=\kappa_{1}+\kappa_{2}\left(\frac{s_{R}}{s_{D}}\right)+\kappa_{3}\left(\frac{s_{R}}{s_{D}}\right)^{2} \tag{8}
\end{equation*}
$$

Any curve fitting technique, like Response Surface Method (RSM) or Singular Value decomposition (SVD) can be used to estimate the three coefficients of Equation 8. This delay model can be used for STA. If 50 different values are used for characterization, then the error in estimated delay is around $0.0001 \%$ of the actual value, which is fairly acceptable.

## 6. EXPERIMENTAL RESULTS



Figure 4: Results of YOGA on ISCAS C17 Benchmark

This section presents the results of application of YOGA algorithm on the variety of benchmark circuits of ISCAS family [17] and few circuits for which the types of gate in it were chosen arbitrarily. The STA was done using Berkeley PTM [18] 70nm model cards for NMOS and PMOS transistors. The results of YOGA on c17 circuit is shown in Figure 4. It can be inferred from the figure that given a random set of gate sizes, YOGA delivers a variety of solutions at the designers disposal. All the solutions marked with ' + ' in figure 4 consist the Pareto-optimal set in which no one solution is better than any other. Few of the Pareto-optimal solutions for other benchmarks circuits are listed in Table 1.

If traditional single objective function techniques were used to solve this optimization problem, in a way to mini$\operatorname{mize} \max (\sigma / \mu)$ and to keep total area under 120 units, then the solution provided will be a single set of gate sizes which will lie on the right extreme section of design spectrum of Figure 4. But it can be noticed from the figure, that other solutions exist which can minimize objective function to the same amount but can still account for lesser area of the circuit. Single objective function techniques fail to see these solutions and thus may not provide solutions which are optimum in multi-sense. On the other hand, YOGA gives a wide range of solutions and designers can pick any of the paretooptimal solution according to their need. For example low area solutions can be selected from left section of design spectrum, while least variation solutions can be picked from right section. The pareto-optimal solutions provide the users with visible trade-offs for choosing their solutions. If they don't wish to loose much on both end of area and delay variability, then they can choose solutions from middle sections of spectrum. This flexibility is be provided by traditional techniques.

For the case of c17 benchmark the designer has varied solutions to pick any one of them according to their requirements. For example if the area is of more concern then he can choose solutions such as $($ area $=25.1485, \max (\sigma / \mu)=$ $0.0769)$ or (area $=32.4708, \max (\sigma / \mu)=0.0425)$, where he gets low area solution but has to compensate by getting a high variance circuit along with. But on the other hand of timing variance is of more importance then he can choose solution from the other end of the spectrum, such as $($ area $=71.5729, \max (\sigma / \mu)=0.0193)$ or (area $=96.1451$, $\max (\sigma / \mu)=0.0163)$ where he has to compromise on area to get a low variance circuit. Whereas if he needs to keep both in objective in control then he can choose the solution which are midway in the design spectrum such as
(area $=54.8, \max (\sigma / \mu)=0.0275)$.
Similarly, solutions from different portion of design spectrum for any given circuit can be provided to suit the designers needs and requirements. The only input which is required is circuit topology and the minimum and maximum allowable gate sizes.

## 7. CONCLUSION

In this paper, we have shown the advantages of Multiobjective optimization techniques over the traditional single objective techniques. A new algorithm YOGA was proposed to use multi-objective optimization technique for gate sizing domain of digital circuits and flexibility obtained by it was demonstrated for various benchmark circuits.
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