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Abstract - In this work, we propose a SoC power estimation framework built on our system-level¹ simulation environment. Our framework provides designers with the system-level power profile in a cycle-accurate manner. We target the framework to run fast and accurately, which is enabled by adopting different modeling techniques depending on the power characteristics of various IP blocks. The framework can be applied to any target SoC design.

I. Introduction

System-level design paradigm has been widely adopted to cope with the ever-increasing complexity of System-on-Chip (SoC) design. The high simulation speed at the system level allows designers to explore the huge design space of modern SoC designs.

Design space exploration of modern SoC devices usually deals with three design constraints: performance, area and power consumption. The former two constraints have introduced the third constraint, power consumption. Since typical SoC devices have many components interacting with each other, it is essential to examine the power consumption of each component in the system context [1]. The power profile generated by independent simulation of each component may mislead designers to a local power optimal design. This means that power estimation should also be performed at the system level.

In order to perform system-level power estimation, we need to build power models of all components. However, a salient feature of SoC is that it has many heterogeneous components with varying power characteristics, ranging from very regular structures such as on-chip SRAM to irregular custom IP blocks such as video codec. This makes it extremely difficult to derive a single modeling methodology that can cover every component constituting a SoC device. Thus, different approaches are adopted for different components. In any cases, however, we need to consider the relationship among the following three factors:

1 In this paper, we will use the term transaction level and system level interchangeably to represent their union.

Estimation accuracy is often compromised for simulation speed and modeling effort. By exploiting the heterogeneity of SoC, we can make a good trade-off among them. For example, components with little power variation can employ simple power models to reduce the modeling effort while boosting the simulation speed. For custom IP blocks, we also need to take into account the effort to build the system-level simulation models. Unlike processor cores and bus fabrics whose models are provided by the vendors, legacy custom IP blocks that exist in the form of RTL usually do not have system-level models.

In this paper, we present a system-level power estimation framework, PowerVnP, built on our system-level simulation framework, VnP [2]. In PowerVnP, different power modeling techniques are employed for each component: processor cores, bus fabrics, custom IP blocks and memories. Moreover, for custom IP blocks, an RTL to VnP model translation technique is adopted to reduce the modeling effort. PowerVnP provides designers with useful power information fast and accurately as well as easy modeling capability.

The paper is organized as follows. Section II describes related work and Section III presents our contributions. The details on power modeling of the processor cores, bus fabrics, and custom IP blocks are presented in Section IV, V, and VI, respectively. The memory power model used in this work is briefly described in Section VII. Section VIII presents the integrated framework based on the separately modeled and validated components. Section IX concludes the paper.

II. Related Work

Extensive studies dealing with the problem of power estimation have been proposed, ranging from circuit-level modeling to behavioral modeling approaches [1, 3]. While highest accuracy is achieved at the lowest level, estimation speed degrades significantly as we move down to lower levels. Therefore, it is crucial to derive a method that performs the best trade-off between estimation accuracy and speed.

Co-simulation based approach is one way to achieve a
good trade-off between accuracy and speed. In [1], multiple power simulation engines work in a concurrent and synchronous manner. In an effort to minimize the speed degradation caused by co-simulation, they propose several speed-up techniques. In our work, we adopt a model translation technique to completely eliminate the overhead of co-simulation.

A dynamic power model selection scheme at the system level is proposed in [3], where computation effort among different SoC components is allocated at run-time for the best estimation time and accuracy trade-off.

Most of the work on power modeling has focused on power modeling of individual components such as processors, bus fabrics, memories, and custom IP blocks.

The first work on processor power modeling is reported in [4]. Their model quantifies instruction base energy and inter-instruction energy effects to enable fast software energy estimation. Wattch [5] and SimplePower [6] are two well-known power estimation tools in academia. A power model tailored for the Intel XScale processor is proposed in [7]. Their power model is based on module activities, where each module has its power equation embedded in Sim-XScale simulator. The power equations are constructed using transistor level schematics of functional units and a high-level view of transistor gate and drain capacitances. A software power estimation tool, JouleTrack, is presented in [8]. They propose a power characterization methodology that avoids explicit power characterization for each differentiated instruction class.

Bus system power modeling and estimation has been addressed in many different flavors, from the simple analytic model to the detailed gate-level switching activity based model [9 - 12]. Several papers are published to address the problem at a higher abstraction level, the system level [13 - 15]. In practice, most current commercial design flows utilize RTL and gate-level power estimation tools. However, due to their poor efficiency, it is impractical to apply them at the early stage of design, when many different architecture options have to be explored. Most of the work considers only the global wire, which is comparatively easy to model, but not the communication architecture components. This is incomplete because, as pointed out in [16], for complex communication network, the global wire only contributes a small portion of total power consumption.

Most of the existing work on IP power modeling takes RTL level approach. A few suggest behavioral-level methods; however, their accuracy is too low because of the mismatch between the behavioral description and the real implementation. The estimation accuracy becomes even lower when we employ an analytical method. Therefore, significant amount of work has been done on RTL macro modeling of IP power consumption [17]. Although the procedure to build an RTL power macro model is clear, it is still difficult to automate the process.

III. Contributions

System-level simulation at the early design phase has become essential to search for optimal system architecture and also to enable early software development. We have developed a cycle-based simulation framework, called V\textsubscript{i}\textsubscript{P}, which can perform concurrent, cycle-accurate and synchronous system-level simulation [2].

On top of V\textsubscript{i}\textsubscript{P}, we build power models for each major SoC component to estimate the power consumption as well as the performance in a synchronous manner. Note that since the V\textsubscript{i}\textsubscript{P} framework provides synchronous activity information, the power models can provide more accurate power numbers in the system context [1].

Our goal in PowerV\textsubscript{i}\textsubscript{P} development is three-fold:

- maintain the target accuracy level
- keep the simulation overhead incurred by power estimation low
- make the power models easy to be customized to an arbitrary target design, since it is used at the system-level design phase where architecture exploration is performed

To achieve the conflicting goal of building a fast, accurate and easy-to-build power model, we take a component-based approach. As shown in Fig. 1, heterogeneous components of a SoC can be categorized into processors, bus fabrics, custom IP blocks, and memories. To achieve the best trade-off between simulation speed and accuracy, we apply different modeling techniques for each component depending on the power characteristics.

The procedure to build PowerV\textsubscript{i}\textsubscript{P} follows three steps in general. First, we set up a gate-level or RTL power analysis environment per IP component to extract (characterize) its power values. Next, we build a power model with the extracted power numbers. Finally, we annotate the power model into the system-level model of the IP component to generate power numbers during system-level simulation. For seamless adaptation of the power model to technology transitions, e.g., 130nm to 90nm or high speed to low power process, we automate this process by provisioning scripts that perform the power characterization and model parameter extraction steps.

In the following sections, we propose new approaches...
applied to a SoC platform in detail in the following order: processor cores, bus fabrics, custom IP blocks, and memories. Power model development procedure and its validation result are separately presented in each section.

IV. ARM926EJ-S Processor Power Model Development

The ARM926EJ-S processor is widely adopted in SoC as a controller as well as a small data processing engine; thus, we first embark on power modeling of the processor. Currently, power modeling of the ARM1176 processor is being conducted using the methodology described herein.

A. ARM926EJ-S architecture

The ARM926EJ-S processor has a five stage pipelined data path and a Harvard cache architecture. The size of the caches can be from 4KB to 128KB. The ARM926EJ-S processor also has a fill buffer (FB) that keeps the most recently fetched cache line.

In the ARM926EJ-S processor, any instruction that modifies the program counter (such as a branch, or ‘MOV pc, r0’) causes a non-sequential instruction accesses on the next cycle. An instruction access by ‘PC increment by 4’ that crosses the cache line boundary also causes a non-sequential access. In Fig. 2 (a), a non-sequential (NS) access causes all four cache tag memories and data memories to be accessed along with the fill buffer. Whereas a sequential access (SEQ) causes only the data memory where the data is located is accessed as in Fig. 2 (b). In Fig. 2 (c), if the data is accessed from the fill buffer, there is no access to the cache.

For data caches, load multiple (LDM) and store multiple (STM) instructions support sequential accesses. LDR and STR instructions incur non-sequential accesses.

B. ARM926EJ-S power states

We separate the processor power model into two parts: Processor core model and cache model. This separation comes from two observations. One is that caches can be configured differently (in terms of size, associativity, etc.) for various applications. Thus, one single model will not give an accurate estimation. The other observation is that the power consumption of caches gives a large variation. In the ARM926EJ-S processor, the cache power consumption ranges from 3% up to 60% of the total power. Therefore, we decide to model the core logic block and cache memory separately.

Processor core: two simple power states

We observe that the core logic can be in one of the two states: busy state and idle state (stalled by interlocks). There are numerous studies on processor power modeling, where more complex instruction level power states are identified [4, 7, 8]. However, in our work, we find that the two-state core power model gives more than 95% of the core power estimation accuracy for all of our benchmarks. On the other hand, one state model performs very poorly with its accuracy level of less than 70% for some benchmarks. Thus, we adopt the two-state power model for the processor core.

Activity-based coarse-grain cache power model

Most of the previous work on cache power modeling has exploited circuit-level information such as bit line and word line capacitive loads to generate flexible cache power models [5-7]. In industry, cache memories use memory compiler-generated SRAMs, where power values for each module are also provided for each type of read and write access. Thus, our cache power is modeled as a sum of power values for all accessed SRAM modules. For SRAM modules not accessed during the cycle, their static power values are added.

The ARM926EJ-S cache access behavior can be categorized into three different types as shown in Fig. 2. In power perspective, a non-sequential access consumes more than four times of power than a sequential access, since the cache power is the sum of dynamic power of all activated modules (tag memories and data memories) and static power of inactive modules. It dictates that in the ARM926EJ-S caches, non-sequential accesses and sequential accesses should be differentiated for accurate power estimation.

Table I lists our identified data cache states and their corresponding module activities and power equations. In the table, $Tr (Tw)$ and $Dr (Dw)$ represent module power numbers for Tag read (Tag write) and Data read (Data write), respectively, obtained from our in-house memory compiler. The states are identical for the instruction cache except that there is no cache write hit or miss states. In this work, we ignore the power consumed by fill buffers.

Instructions and data are accessed from the fill buffer until it is evicted to the cache in two cycles (as shown 1st write-back and 2nd write-back in Table I) by the following cache line fetched in from the bus. Instruction fill buffer (I-FB) hit counts accounts for approximately 10% of the instruction cache hit counts in our dhrystone benchmark. If
an instruction fill buffer hit is encountered and the PC increments by 4, then it is I-FB sequential read, where negligible amount of power is consumed by the fill buffer. Therefore, it should be distinguished if the data is read from the cache or fill buffer to estimate power accurately.

**TABLE I. Activity-based cache power model.**

<table>
<thead>
<tr>
<th>Cache states</th>
<th>Module activity</th>
<th>Power Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>sequential (cache) read</td>
<td>1 data read</td>
<td>Dr</td>
</tr>
</tbody>
</table>
| non-sequential (cache) read / read miss | 4 tag reads and 4 data reads | Tr+4+Dw+
| Data cache write hit         | 4 tag reads, 1 tag write and 1 data write | Tr+4+Tw |
| Data cache write             | 4 tag reads     | Tr+4          |
| FB -> cache write (1st write-back) | 1 tag write and 4 data writes | Tw+Dw* |
| FB -> cache write (2nd write-back) | 4 data writes | Dw*4 |
| sequential FB read           | -               | -             |

C. Power (re-)characterization flow

Power consumption is a complex function of many parameters. Depending on the quality of implementation, the same RTL can result in very different power values at the gate-level netlist. For example, two of our sample designs of the ARM926EJ-S show as much as twice power difference at the same frequency level, even though they are implemented with the same technology library. This implies that ‘characterize once’ approach might not hold true in real applications.

In general, power characterization at the gate level proceeds as follows: (1) obtain the signal toggle information from gate-level simulation, (2) estimate the gate-level power from the toggle information using power libraries, and (3) calculate per-state power values using the estimated power information. If the power characterization is performed manually for each different gate-level netlist, it will be long, tedious, and error-prone task.

To reduce the characterization efforts, we set up an automated characterization flow as shown in Fig. 3, where designers can characterize power values repeatedly without investing much effort. The characterized power values are simply read by our simulator annotated with the power model to produce software power profiles. Note that the power model itself does not need any modification. We find that the power model itself is valid for different implementations of the same RTL.

Fig. 3 shows our power characterization flow. We first build a gate-level and RTL co-simulation template, where an RTL testbench with a simple bus and memory module drives the simulation with the ARM926EJ-S gate-level netlist of interest to generate the cycle-by-cycle signal toggle information as well as signal traces to infer the power states, using dhrystone benchmark. The toggle information is then fed into our in-house gate-level power estimation tool to generate cycle-by-cycle power values. The per-state power value is obtained by averaging the estimated cycle-by-cycle power values. All the aforementioned steps are performed automatically without any user intervention. The obtained per-state power value is finally annotated into our power simulator. We use the characterization flow to obtain the core power states in our power model. Note that the cache power model is activity-based and its SRAM module power value is provided by our memory compiler.

![Fig. 3. Power characterization flow.](image3)

D. Power model validation

Our simulation with five benchmarks shows 93%-98% of average power estimation accuracy. Fig. 4 shows cycle-by-cycle estimation result for a short code segment. It can be seen that the estimated power values closely track the power values measured at the gate-level. Regarding the power estimation speed of our simulator, it performs approximately 1600 times faster than gate-level estimation.

![Fig. 4. Cycle-by-cycle estimation accuracy.](image4)

V. Component-based Transaction-level Power Modeling for ARM AXI Bus System

The development of today's semiconductor technology provides unprecedented computing speed that is shifting the IC design bottleneck from computation capacity to communication bandwidth and flexibility. The global communication becomes so difficult that more and more
designs turn to SoC architecture where a set of local blocks are connected with a communication network. Recent research [19] shows that the on-chip interconnect architecture not only has significant impact on the system performance and energy efficiency, it is also a significant source of power consumption, which is still increasing with the complexity of the system. Managing and optimizing power of this important SoC component require a detailed understanding of its characteristics.

A. AXI Bus architecture

The AMBA AXI 3.0 protocol is targeted at high-performance, high-frequency system designs and includes a number of features that make it suitable for a high-speed sub-micron interconnects.

AXI 3.0 supports simultaneous read and write accesses. Both READ and WRITE transactions have their independent address and data channel. It also supports split transaction, which means the address/command phase and the data phase are separated. In addition, if configured to use ID, the AXI 3.0 compliant masters will assign an ID number to each outgoing transaction and check the ID of each in-coming response. This enables the implementation of multiple outstanding transactions and out-of-order transaction completion, which provide efficient communication for a wider variety of slaves.

The AXI 3.0 protocol only defines the interface between a master and a slave. To connect multiple masters and slaves, ARM suggests the new bus architecture, ARM Configurable Interconnect (ACI). Different from its predecessor AMBA AHB, ACI uses crossbar architecture to provide much higher communication bandwidth. Whenever there is no conflict, e.g., two masters sending commands to one slave at the same cycle, the transactions issued by one master will not be interfered or obstructed by other masters.

B. Power modeling

What ACI differs from other bus system, e.g., AHB, is its crossbar architecture, which allows parallel bus accesses from multiple masters and introduces complex competition and coupling effects. For instance, the power consumption of one master at one specific cycle is not only decided by the communication between this master and the bus, but also depends on the communications conducted by other masters. To make it even worse, each master can do READ and WRITE in parallel. All these result in a huge number of states which are needed to represent the behavior of the bus.

To counter the problem, we have developed our transaction level bus power estimation method using a component based approach. The crossbar consists of components such as decoders, routers and arbitrators. The basic idea is to identify, at each basic state, which component is active and how much power it consumes. At run time, the bus state can be looked as a combination of these basic states, e.g., master 1 is decoding the address while master 2 is sending write data. Hence, to model all the bus states, we need only to characterize the limited number of basic states.

Power model extraction

The model extraction environment is shown in Fig. 5. We use the ARM ACI toolset to configure the bus interconnect, generate the RTL code and synthesize the circuit. Then the gate-level RTL code is simulated and an in-house tool is used to collect the gate-level switching activity information. Based on this information, the gate-level power number could be collected. The Cadence eVC environment is used to feed in random test sequences into the calibration flow.

Extraction of the power model of each component:

Given an ACI bus configuration, i.e., the number of masters, the number of slaves and other parameters such as data width, we synthesize the gate-level RTL code for our flow. During this step, we consider only the case when one master is communicating with one slave and configure the eVC to generate 8 random test sequences:

- READ with burst length of 1, 4, 8 and 16 words, respectively
- WRITE with burst length of 1, 4, 8 and 16 words, respectively

This will rule out the coupling between multiple parallel transactions and allow us to focus on the behavior of each ACI component under all the basic transaction states.

Coupling effect:

To account for the coupling effect caused by multiple masters and slaves, another set of coefficients are introduced. We separate the coupling contribution into two items, one is related to the number of bursts the bus transferred during a period, and the other is related to the number of active cycles in that period.

With our eVC automatic test sequence generation environment, we systematically vary the number of active masters and slaves, and calibrate the gate-level bus power consumption under each situation. From these results, linear regression is applied to extract the coupling coefficients.
Power estimation

After extracting the transaction level bus power model, we apply the model to a sequence of bus transactions to estimate the bus power consumption of the bus during that period. The input can be at both the transaction level and the signal level.

For each bus cycle, we count the number of READ related transactions and the number of WRITE related transactions being performed by the bus. From them, we could know the specific state of each component and their basic power number accordingly. Thus we obtain the basic power estimation, without considering the coupling effect. To compensate the coupling effect when there are more than one active master and slave, a simple linear equation is applied. By accumulating the power estimation of each bus cycle for a period of time that we are interested in, we could finally obtain the total power consumption during that period.

C. Model validation

In this section, we validate our model by presenting the estimation result of our transaction level power model with various bus configurations. Our experiment set-up is as follows. Given a configuration, such as frequency, data bandwidth, the number of masters, and the number of slaves, we use Synopsys Design Compiler to synthesize the bus architecture. Then our model extraction flow is applied to extract all the coefficients, based on the gate-level simulation result.

Fig. 6 summarizes our result for a 4x4 ACI bus, i.e., a configuration with four masters and four slaves. Due to the large amount of data, we present only the result when the burst length is 8 words. The other results with different burst length show similar characteristics.

In Fig. 6, the horizontal axis shows the number of active masters and slaves, which represents how many masters are really communicating with how many slaves. The vertical axis gives the estimation error of our transaction-level power model from the gate-level simulation. The results of the estimation with coupling effect and without coupling effect are separately plotted as well as the type (read/write) of the transactions. We can see clearly that the estimation error is significantly reduced if the coupling effect is taken into account. The maximum error drops from 16.24% to 5.57%, and the average error drops from 6.23% to 1.87%.

We have applied our power model to four different bus configurations. For all our experiments, the maximum error against the gate-level estimation is less than 10%, and on the average, it is below 5%.

The power model integrated into the ViP runs more than 100 times faster, compared with gate-level power estimation.

VI. Automatic Generation of Power-Annotated ViP Models for Custom IP Blocks

Power modeling and estimation of custom IP blocks encounter two major challenges. First, a large amount of work is required to build the high-level simulation model. This becomes critical when we consider frequently updated IP blocks with low reusability. Second, IP blocks with irregular power characteristics make it difficult to characterize their power consumption.

We propose a practical technique to meet the challenges for custom IP blocks. Our target is to perform a good trade-off between estimation accuracy and speed while minimizing the effort spent on power and ViP modeling. High accuracy is achieved by employing RTL power macro modeling method, and the speed overhead of co-simulation is completely eliminated by using automatic RTL to ViP model translation technique. The automatic RTL to ViP model translation technique additionally enables designers to minimize the ViP modeling effort. The overall flow of our technique is illustrated in Fig. 7. Three rectangular boxes represent the state-of-the-art EDA technologies that we employ: RTL to ViP translator, transaction-level simulation platform, and simulation based RTL power estimator. We will elaborate them in the following sections.

A. ViP model and RTL power macro model generation

Two intermediate outputs of our flow are circled in dotted circles. The ViP model is generated from RTL description.
by using an RTL to ViP translator, and the RTL power macro model is built by extracting representative state machine variables from the RTL source code. At the end of the flow, two intermediate outputs are merged to make the power back-annotated ViP model.

B. System-level simulation

System-level simulation is performed to obtain simulation traces that are required for the power characterization step. Since the generated ViP model contains all the structural information of the original RTL design, it is possible to dump RTL switching activities to output VCD files. This enables the simulation based power estimation. The inputs to this step are the generated ViP model and testbench. Since most of the IP blocks have a general interface such as a standard bus protocol, the testbench can usually be reused.

C. Simulation based RTL power estimation

As mentioned previously, we use an RTL power estimator for characterization. The inputs to this step are as follows: the simulation trace in VCD format, the original RTL design, the technology library, and the initial RTL power macro model. The RTL power estimator reads in the technology library file and quickly synthesizes the original RTL design into a gate-level netlist in the target technology. The simulation trace is applied to this gate-level netlist to perform gate-level power estimation. As a result, the initial power macro model is back-annotated with characterized power numbers. The initial RTL power macro model must be evaluated at this point to confirm that it satisfies the accuracy constraint. If the accuracy of the initial model is too low, the RTL power macro model should be refined and this step must be repeated.

This step can be easily substituted with a gate-level estimation tool if the gate-level netlist and testbenches are available. That is, we can come back to this point after the RTL freeze for more accurate power estimation.

D. Integration of the power model into the ViP model

The last step of our flow is the integration of the power macro model with the ViP model. Since the power macro model is built by extracting representative state machine variables, it is easy to automatically embed the power macro model into the ViP model.

We implement a monitor inside the ViP model, which tracks the list of signals representing the power macro model. Then the power consumption of the IP is reported according to the signal values during simulation. That is, the power back-annotated ViP model can estimate the power consumption on a cycle-by-cycle basis by monitoring its internal switching activities.

E. Validation of the flow

The validation of our custom IP power modeling technique is in progress. For an 80K-gate IP block that we have tested so far, the modeling effort in terms of man-month is reduced by an order of magnitude, and the accuracy is 80% as compared to the gate-level estimation.

VII. Memory Power Models

Various types of memories are used for different purposes. SRAM and SDRAM are two of the most commonly used memories in a SoC system. In our framework, SRAM is easily modeled with energy per read, write, or idle operations. In most cases, power variation caused by the data dependency of each operation can be ignored. For SDRAM, we adopt the widely accepted approach, which is well-described in [18]. Read, write, activate, precharge, and refresh power are separately calculated using the DC characteristic numbers provided in the SDRAM datasheets. Our experience shows that these models are sufficient to explore the power consumption in the system context.

VIII. PowerViP: A SoC Power Estimation Framework

The separately prepared power models are integrated in the ViP framework. In this study, we only present the results for the processor and AXI bus fabrics since the validation of the custom IP power modeling flow is in progress. We build a system composed of an ARM926 processor, an AHB-to-AXI converter, AXI bus fabric, a memory controller, and an external SDRAM. A set of test bench suite is run on the ARM processor; we believe that this configuration conforms to our goal of providing a feasibility of our study.

ViP produces profile information in HTML format for all the functions run on the ARM926EJ-S processor. As shown in Fig. 8, power consumption and other statistics for each function are reported, e.g., total cycles and bus utilization. Note that the power numbers in Fig. 8 are normalized with respect to the highest power consuming function. It is sorted in decreasing order of total cycles as shown in the second column. From the result, designers can find which function is most power-hungry and start cycle-by-cycle power and performance simulation at the beginning of the function.

Fig. 8. Reported profile in HTML format.
Fig. 9 shows the power consumption of the ARM926EJ-S processor and the AXI bus fabrics graphically (on the lower window) as a series of functions such as strcpy and dryStone are executed (on the upper window). The power graph shows distinct pattern for each function. In this way, the exact cycle when a power surge occurs can be pin-pointed. Then the debugger can trace the source code line-by-line from the pin-pointed cycle to identify the cause of the power surge. For example, if high instruction cache power consumption is attributed to the power surge, it can be monitored if the instruction cache misses keep occurring at the time, or if the tight loop body incurs frequent branches, causing power-hungry non-sequential instruction cache accesses. All the necessary information is reported in the simulator in a synchronized fashion.

IX. Conclusions

We tackle the heterogeneity of SoC by adopting different power modeling techniques for different components. Simple power models are used for components that have simple power characteristics, i.e., SRAM and processor core. We build an activity-based coarse-grain power model for the cache memory and develop a component-based approach for bus fabrics. For custom IP blocks, we use RTL power macro modeling combined with the RTL to V&P model translation technique. On the average, our power models for ARM926EJ-S and AXI bus fabrics show 93% and 95% of estimation accuracy respectively as compared to gate-level estimation.

Although our custom IP power modeling strategy still needs to be validated, we are confident that with the help of PowerV&P, system designers can explore various architectural choices at the early design phase to find a power-optimal design before the RTL freeze. Currently, our design teams are adopting the framework at the early design exploration stage. We plan to enrich the power model database by providing power models for other commonly used processor core families, bus fabrics, custom IP blocks, and memory devices.
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