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Abstract - Although the emerging three-dimensional integration technology can significantly reduce interconnect delay, chip area, and power dissipation in nanometer technologies, its impact on overall system performance is still poorly understood due to the lack of tools and systematic flows to evaluate 3D microarchitectural designs. The contribution of this paper is the development of MEVA-3D, an automated physical design and architecture performance estimation flow for 3D architectural evaluation which includes 3D floorplanning, routing, interconnect pipelining and automated thermal via insertion, and associated die size, performance, and thermal modeling capabilities. We apply this flow to a simple, out-of-order superscalar microprocessor to evaluate the performance and thermal behavior in 2D and 3D designs, and demonstrate the value of MEVA-3D in providing quantitative evaluation results to guide 3D architecture designs. In particular, we show that it is feasible to manage thermal challenges with a combination of thermal vias and double-sided heat sinks, and report modest system performance gains in 3D designs for these simple test examples.

1. Introduction

Due to the aggressive scaling of semiconductor technology, interconnect delays have become the dominant factor limiting system performance. Three-dimensional integration (3D ICs) has been proposed, such as [1, 4, 5, 13, 25, 28], to address this problem by reducing the wirelength, and therefore the interconnect delay, in future technologies. Moreover, reduced interconnection lengths in 3D ICs will help reduce power dissipation since the number of repeaters required for the wires can be reduced and the wire capacity load is reduced. However, thermal dissipation is one of the biggest concerns in 3D designs. The increased power density due to the decreased die area and the low conductivity inter-layer dielectrics (ILD) between the device layers can lead to thermal problems. For this reason, we need to evaluate 3D integration systematically, with regard to both performance and temperature.

Although a significant reduction of wirelength has been reported using 3D technology [13, 14, 15], its impact on the microarchitecture is still poorly understood due to the lack of tools that enable such an evaluation. While earlier work studied the impact of 3D IC on the memory subsystem [19] of the architecture or a specific implementation of an IA32 microprocessor [5], there is no existing flow that allows us to evaluate 3D implementations of architectures systematically and study them from both a performance and thermal perspective. We present an automated 3D microarchitecture evaluation flow (MEVA-3D) that can be used to compare and contrast 2D and 3D implementations of a given architecture. Specifically, we make the following contributions in this work:
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First, we develop a floorplanner to optimize a microarchitecture for area, wirelength, performance, and temperature both for 2D and 3D integration. The performance is optimized by reducing the latency along critical loops in the architecture through interconnect pipelining at a given target frequency. Thermal evaluation is done using a resistive network model considering whitespace and thermal via insertion. Finally, we use our 3D router to do a detailed physical implementation.

Based on our automated evaluation flow, we study the impact of 3D integration on the performance and temperature of a processor model at 70nm technology and target frequencies ranging from 3GHz to 8GHz. For this simple architecture design driver, we can improve performance by around 11% at several frequencies by eliminating most of the wire latencies in 2D. We also show that the on-chip temperature can vary by up to 4.78x depending on what 3D IC fabrication technology is used, and we show that it is feasible to manage temperature challenges through a combination of thermal vias and double-sided heat sinks.

The remainder of this paper is organized as follows: Section 2 gives a brief overview of the different 3D fabrication technologies and the technology assumption we use in this paper; Section 3 introduces our architectural evaluation framework, including thermal evaluation and optimization, performance estimation, and the microarchitectural floorplanner with wire pipelining; Section 4 presents the baseline architecture which is evaluated by our framework and the performance and the temperature results of the baseline architecture. We conclude the paper and discuss the possible future research directions in Section 5.

2. Technology Background

3D IC fabrication technologies include multi-chip module (MCM) packaging [1, 25], wafer bonding [4, 5, 13], solid-phase recrystallization [4], etc. Different fabrication technologies will greatly affect the circuit performance, manufacturing cost, on-chip temperature, etc. In this work we will use wafer bonding 3D IC technology, where each device layer is fabricated separately and then put together into one design. We will evaluate the same microprocessor architecture in two different kinds of wafer bonding strategies described in [5, 13], as shown in Fig. 1. Both technologies contain two device layers: in case (a), the top device layer is flipped upside down, and in case (b), the top device layer is oriented in the same direction as the bottom device layer. In case (a), the interlayer connect vias do not go through the device layers.
and therefore do not increase the chip size. Also in case (a), both silicon device layers are close to the boundary of the circuit, which will help the heat dissipation. However, case (a) cannot handle more than two device layers.

3. 3D Microarchitecture Evaluation Flow

Evaluating 3D architectures is a complex process that involves optimizing several parameters such as frequency, die area, performance, whitespace for thermal via insertion, and the temperature itself. An overview of our 3D Microarchitecture Evaluation Flow (MEVA-3D) with its components is shown in Fig. 2. The upper half of Fig. 2 shows the estimation part of our framework and the bottom half shows the validation part, which is used to verify the results generated by the estimation process.

The MEVA-3D flow takes as input: (1) a microarchitecture description in terms of the parameters of the blocks, such as the sizes of the structures, number of functional units etc.; (2) a target frequency for evaluating the microarchitecture; (3) a set of architecture-level critical paths whose latency will impact the performance of the microarchitecture, and a notion of performance sensitivity for each critical path; and (4) estimated power density numbers for the blocks in the processor. Notice that (3) and (4) are estimates of performance and power for the microarchitecture components that can drive a subsequent physical planning process.

In MEVA-3D, we propose an automated floorplanner that can be configured to optimize the floorplan for die area, performance, and temperature with consideration of interconnect pipelining. The performance estimation models are used to evaluate the impact of wire pipelining, and the power density estimates are used for the thermal calculation during floorplanning. The floorplanner is flexible enough to consider 2D and 3D placement of blocks, and allows one to configure the number of device layers for 3D integration. The output of the floorplanning engine consists of the locations of the blocks and their shapes, the total latency along the critical architectural paths including both blocks and wires, and the maximum on-chip temperature. Thermal via insertion and global routing can be employed to get the optimized thermal and routing profile. Once the exact block

positions and wire latencies are known, this information is fed to our validation flow. A detailed cycle-accurate simulator that considers wire latency and power, and is coupled with power and thermal models, is used to validate the results from the MEVA-3D flow.

In the sections that follow, we explain the components of our flow, mainly the performance optimization and the thermal evaluation methodology.

3.1 Thermal Evaluation and Optimization

High on-chip temperatures will degrade timing, including both the gate and the interconnect delay, increase leakage power, and even cause logic failure. Therefore, temperature should be considered in any realistic 3-D microprocessor design. This section will describe the thermal evaluation tool and the automatic thermal via insertion tool that we use in the MEVA-3D flow.

3.1.1 Resistive thermal network model

Considering both accuracy and runtime, we chose to make use of a compact, thermal resistive model proposed by Wilkerson [26], which explicitly models the 3-D circuit structure and the thermal vias. In [26], the circuit stack is first divided into tiles, each tile being the size of a thermal via pitch, as shown in Fig. 3(a). A tile stack is a vertical array of tiles, as shown in Fig. 3(b). A tile either contains one thermal via at the center, or no thermal via at all. A tile stack is modeled as a resistive network, as shown in Fig. 3(c). Fig. 3(c) shows the cases with two heat sinks. In cases with only one heat sink, one of the voltage sources can be taken away. The isothermal bases of room temperature are modeled as a voltage source. A current source is present at every node in the network to represent the heat sources. The tile stacks are connected by lateral resistances. The values of the resistances in the network are determined by a commercial FEM-based thermal simulation tool [3, 24] and it shows that our model has a small error within 5% [20].

3.1.2 Thermal via insertion

Chip cooling techniques can be divided into two groups. One of these is heat sink optimization, which tries to cool down the heat sinks through packaging level techniques such as fans and micro-channels. However, in 3-D designs, the poor thermal conducting ILD layers impede the internal heat dissipation from the heat sources to the heat sink. Even with the perfect heat sinks, the maximum on-chip temperature can still be very high. The other group of cooling technologies, which optimizes the internal heat dissipation paths, includes temperature-aware physical design tools [10, 11], thermal via insertion [11], and 3-D IC micro-channel techniques [15].

In this work, the temperature-aware floorplanning, thermal-aware routing and thermal via insertion techniques are applied to cool down the 3-D circuits. The temperature-aware floorplanning tool discussed in Section 3.3 tries to put the “hot” blocks close to the heat sinks to avoid hot spots. After floorplanning, we can further reduce the temperature by thermal via insertion. In [11], a simultaneous routing and thermal via planning method is proposed. Since the detailed netlist information is not available at the architectural level, we will concentrate more on the thermal via planning in the evaluation framework. A through-the-silicon via is a via that goes through a device layer. Under the current technology, through-the-silicon vias (pitch = 5μm × 5μm) [16] are usually much larger than the metal wires. Through-the-silicon vias are very effective for heat dissipation and can decrease the maximum temperature over 50% [9]. When the signal vias are not sufficient to bring the chip temperature down to a satisfactory level, additional thermal vias can be inserted into the chip. The only
purpose for thermal via insertion is for temperature reduction purposes — the thermal vias have no wire connection. Experiments show that the temperature reduction will increase with the increase of the thermal via numbers, however, the temperature reduction will also gradually saturate with the increase of thermal via density. Therefore, we want to insert more thermal vias at hot places and spread the thermal vias whenever possible. The details of the thermal via planning algorithm can be found in [11].

Given:
1. target cycle time \( T_{cycle} \)
2. clocking overhead \( T_{overhead} \)
3. list of blocks in the microarchitecture with their area, dimensions and total logic delay
4. set of critical microarchitectural paths with performance sensitivity models for the paths
5. average power density estimates for the blocks.

Objective: Generate a floorplan which optimizes for the die area, performance, and maximum on-chip temperature.

The 3D thermal-driven floorplanner [10] used in this work is based on a simulated annealing framework with a 3D extension of the TCG representation [20]. We extended the floorplanner to consider the performance of the design instead of a wirelength optimization objective. Our cost function uses a weighted combination of area, performance, and temperature, and can be represented by

\[
\text{cost} = w_1 \cdot \frac{1}{\text{BIPS}} + w_2 \cdot \text{Area} + w_3 \cdot \text{Temp} + w_4 \cdot \text{Wire}
\]

where BIPS corresponds to the performance of the microarchitecture with that floorplan of the blocks, Area is the total area of the floorplan, and Temp corresponds to the maximum on-chip temperature calculated by the thermal model described in Section 3.1. The performance (BIPS) is calculated through the method presented in Section 3.2. The coefficients of \( w_1 \), \( w_2 \), \( w_3 \) and \( w_4 \) are used to control the different weight for each component. In our test evaluation, the performance component is given a high weight and will be optimized when the simulated annealing engine tries to minimize the cost function.

3.4 Performance Validation

Once we have finished the physical planning stage, we will have selected a 3D floorplan optimized for our performance and thermal estimation. Once we have the critical loop latencies and cycle time from this stage, we can input these, along with the architectural configuration, into our cycle-accurate simulation framework. We adapted the SimpleScalar 3.0 tool set [8], a suite of functional and timing simulation tools for the Alpha AXP ISA, for our simulation framework. This simulator allows execution-based simulation (including simulation down mispredicted branch paths) of a microarchitecture, with a wide range of customizable parameters. This framework gives performance statistics in instructions per cycle (IPC) that can be combined with the cycle time from the floorplanning stage to give a result in BIPS. This validation phase can provide feedback to the performance estimators in the floorplanning stage if the performance does not match the expected result.

4. Case Study for a Design Driver

In this section we present detailed evaluation results obtained for our design driver microarchitecture. This architecture, illustrated in Fig. 4, is an out-of-order microprocessor with detailed parameters shown in Table 1. We modified SimpleScalar to model this architecture and to parameterize the different critical path latencies found through the floorplanning process. To perform our evaluation, results were collected for 24 SPEC2000 [2] benchmarks.

As we consider automated floorplanning with performance and thermal optimization, it is necessary to estimate the area, wirelength, delay, and power associated with each block. We model
generated the best performance results for the 2D and 3D cases by integration on the performance of the microarchitecture, we more flexibility in packing the blocks. To study the impact of 3D cache banks to be placed separately so that the floorplanner has occupies more than 50% of our die size, we allow the four L2 around the block in the floorplan. Moreover, as the L2 cache performance, we assume that 10% of each block's area is reserved which are inevitable to achieve the required interconnect sizing, buffer insertion and buffer sizing, etc.

4.1 Performance Impact of 3D Integration

In order to consider the impact of pipelining based on interconnect delays, we use the critical paths in Table 2 for this study. The area and delay of the blocks were derived based on [22, 27] for a futuristic 70nm process technology. Based on [17], we assume that the clock cycle overhead is 46ps, which corresponds to roughly 1.8F04 (fan-out-of-four) for 70nm technology. Thus, for a 4GHz target cycle time, we set the useful time for computation as 204ps and use this to calculate the number of pipeline stages required to cover a given path delay. As we study the impact of semi-global interconnects in the microarchitecture, we assume that all of the signals are routed in the routing layers meant for semi-global wires. The delay of interconnects is derived using the IPEM models [12] which consider several optimizations such as wire sizing, buffer insertion and buffer sizing, etc.

To facilitate the insertion of repeaters, flip-flops, vias, etc., which are inevitable to achieve the required interconnect performance, we assume that 10% of each block’s area is reserved around the block in the floorplan. Moreover, as the L2 cache occupies more than 50% of our die size, we allow the four L2 cache banks to be placed separately so that the floorplanner has more flexibility in packing the blocks. To study the impact of 3D integration on the performance of the microarchitecture, we generated the best performance results for the 2D and 3D cases by

Table 2. Different critical paths considered during layout optimization

<table>
<thead>
<tr>
<th>Critical Path</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wakeup Latency</td>
<td>Latency to wake up the dependent instruction</td>
</tr>
<tr>
<td>ALU Bypass Latency</td>
<td>Latency of the bypass wires between the ALUs</td>
</tr>
<tr>
<td>DL1 Latency</td>
<td>Load latency though the L1 data cache</td>
</tr>
<tr>
<td>L2 Latency</td>
<td>Latency for access to L2 cache</td>
</tr>
<tr>
<td>MPLAT</td>
<td>Latency through the branch resolution path</td>
</tr>
</tbody>
</table>

Table 3. The results for different frequencies

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Area</th>
<th>Wire</th>
<th>BIPS</th>
<th>T(C) 1 sink</th>
<th>Via inserted</th>
<th>T(C) 2 sinks</th>
<th>Area %</th>
<th>Via %</th>
</tr>
</thead>
<tbody>
<tr>
<td>3G</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D</td>
<td>33.7</td>
<td>149</td>
<td>5.266</td>
<td>31.59</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3D</td>
<td>19.4</td>
<td>71.8</td>
<td>5.769</td>
<td>132.3</td>
<td>52.4</td>
<td>4.93</td>
<td>32.6</td>
<td></td>
</tr>
<tr>
<td>4G</td>
<td>33.6</td>
<td>151</td>
<td>6.301</td>
<td>33.08</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3D</td>
<td>18.3</td>
<td>60.9</td>
<td>7.038</td>
<td>150.6</td>
<td>56.9</td>
<td>4.94</td>
<td>33.0</td>
<td></td>
</tr>
<tr>
<td>5G</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D</td>
<td>34.0</td>
<td>153</td>
<td>7.425</td>
<td>34.84</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3D</td>
<td>17.8</td>
<td>69.4</td>
<td>8.110</td>
<td>166.2</td>
<td>61</td>
<td>6.16</td>
<td>36.4</td>
<td></td>
</tr>
<tr>
<td>6G</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D</td>
<td>33.5</td>
<td>127</td>
<td>7.455</td>
<td>35.76</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3D</td>
<td>17.4</td>
<td>62.6</td>
<td>8.202</td>
<td>185.7</td>
<td>65.2</td>
<td>7.21</td>
<td>36.2</td>
<td></td>
</tr>
<tr>
<td>7G</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D</td>
<td>33.7</td>
<td>162</td>
<td>8.06</td>
<td>38.5</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3D</td>
<td>16.6</td>
<td>72.9</td>
<td>8.96</td>
<td>196.7</td>
<td>75.2</td>
<td>8.91</td>
<td>38.6</td>
<td></td>
</tr>
<tr>
<td>8G</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D</td>
<td>33.5</td>
<td>144</td>
<td>8.23</td>
<td>41.7</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3D</td>
<td>18.0</td>
<td>99.8</td>
<td>9.22</td>
<td>203.6</td>
<td>82.2</td>
<td>9.3</td>
<td>40.6</td>
<td></td>
</tr>
<tr>
<td>Average 3D/2D ratio</td>
<td>53%</td>
<td>48%</td>
<td>115%</td>
<td>478%</td>
<td>181%</td>
<td>--</td>
<td>100%</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4 Superscalar pipeline explored in this paper

Fig. 5 Performance numbers for the microarchitecture with 2D and 3D layout at different target frequencies running the floorplanning engine 20 times and picking the best solution for each case. Fig. 5 shows that the impact of wire latency reduction due to 3D integration frequencies. Overall, we can see that a performance improvement of about 11% can be obtained by using a 3D design instead of a 2D design. Table 3 shows the detailed information for these test results. By using the 3D architecture, the die size can be shrunk to 53% of the die size in 2D design, and the wirelength can be reduced by about 46% at the same time. With the elimination of the extra latencies generated by the long wires along the critical paths, the performance measured in BIPS improves by around 11%. Table 4 shows the detailed information for the number of extra cycles caused by the wire delay in both 2D and 3D design. In 3D design, the long wires along the critical paths can be reduced, therefore, some of the extra cycles from wire can be eliminated. In Table 4, all the extra interconnect latencies are removed in 3D design for 3GHz frequency. Therefore we can see about 9.5% improvement in terms of performance. In 4GHz case, the critical path of ALU bypass has one extra cycle because the blocks along this path are spread out because of the limitation of 2D layout. But in 3D design, since the ALU units can be put on different layers to reduce the interconnection between them, the extra cycle for this loop is removed. Similarly, the extra cycles along the other loops are also reduced and the performance improvement from 2D design to 3D design is about 11.7%.
To provide further insight, we show the performance simulation results for several benchmarks with the packing generated by our framework at a 6GHz target (at 6GHz frequency, the performance is the best in our test). In Fig. 6, we show ten test cases from the SPEC2000 [2] benchmarks. We can observe that the automatic floorplanner used in our work produces good quality floorplans, where blocks whose communication latency is critical for performance are placed close to one another in 2D as well as in 3D. The 3D layout eliminated the extra cycle from wires in the wakeup loop, and also removed some of the extra cycles on the branch misprediction resolution loop, the DL1 access loops, and the L2 access loops. Thus, the total improvement in performance comes to around 10.0% as shown in Fig. 5. Even though the 3D architecture could not remove all the extra cycles from the wire latency, it helped to reduce the latency along the most critical loops to gain good performance improvement. For the test cases shown in Fig. 6, each benchmark sees performance improvements in the range of 7% to 24%. On average, the performance improvement in Fig. 5 is about 10% — a relatively large improvement given the simplicity of the microarchitecture, the limited die size, the small number of critical loops exposed in the floorplan optimization and simple re-use of 2D architecture components. More complex designs should see even more improvement from 3D technologies, especially when we consider the re-design of 3D components.

<table>
<thead>
<tr>
<th>Block</th>
<th>2D</th>
<th>3D</th>
<th>2D</th>
<th>3D</th>
<th>2D</th>
<th>3D</th>
<th>2D</th>
<th>3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wakeup</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>ALU</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>DL1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>L2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>MPLAT</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

4.2 Thermal Impact of 3D Integration

We also present thermal results corresponding to the best performance solutions presented in the previous section for both 2D and 3D. In order to calculate the power density of the blocks for thermal calculations, we use Watch [7] models integrated with the simulator to calculate the dynamic power associated with each block at the specified target frequency. We add 30% of dynamic logic power as the additional power from the interconnects and associated repeaters. We chose this fraction based on observed interconnect power trends in recent studies [21]. We then assume that the leakage power is a fraction of the dynamic power, and add this fraction to obtain the total power dissipated by each block including the logic, wires, and leakage. For our experiments, we set the leakage to be 80% of the total dynamic power, as this corresponds to the leakage contribution to 45% of the overall chip power. For reference, the leakage power of a Pentium 4 processor in 130nm technology is around 40% [21]. Based on the above method, we calculated the maximum power density at any point on the chip to be less than 2W/cm² for the 2D chip. While 3D integration usually helps to reduce interconnect power as well as the associated leakage power from the repeaters, we assume the same total power values for both the 2D and the 3D case in our thermal evaluation for easier comparison. Fig. 7 shows the maximum on-chip temperature obtained using the thermal simulator discussed in Section 3.1. The results are shown for the following four cases: (1) a 2D layout with a heat sink at the bottom (2D-HS1); (2) 3D integration in the case (b) technology in Fig. 1, with one heat sink at the bottom and without inserting any thermal vias (3D-HS1-no_via); (3) 3D integration in the case (b) technology in Fig. 1, with one heat sink at the bottom and thermal via insertion to reduce temperature (3D-HS1-via); and (4) 3D integration in the case (a) technology in Fig. 1, with two heat sinks, one at the top and one at the bottom (3D-HS2). As we expected, adding another device layer will generally cause a drastic temperature increase, and case (2) shows a temperature increase of over 4.78°C on average. After thermal via insertion (case (3)), we can reduce the maximum on-chip temperature by an average of about 62%. And the area occupied by the thermal vias (Via Area %) is about 5% to 9% of the total chip area. However, we can see that the temperature is still quite high compared to case (4), under the wafer bonding technology with two heat sinks and the flipped top device layer. In case (4), both device layers are located very close to the heat sinks, which provides very good heat dissipation paths to the “hot” devices.

5. Conclusions and Future Works

In this paper we presented an automatic evaluation flow named MEVA-3D for 3D architectures from 3D microarchitecture floorplanning, performance evaluation to thermal evaluation and thermal via planning. By using this flow, we can systematically evaluate the 3D architecture from both the performance side and the thermal side. Through one specific design driver, we see that 3D integration can help improve the performance by 10% with comparable maximum on-chip temperature. Since our automatic evaluation flow has the capability to handle different kinds of 3D architectures, there is great potential for an even further benefit from novel designs that can leverage 3D IC to improve individual blocks. To simulate the thermal effect dynamically, we are currently working to refine the power model. And the architecture components can be re-designed in 3D technologies, which can reduce the power consumptions and optimize the performance of the design.

In this evaluation, since the design driver as both 2D and 3D designs have a similar temperature profile after thermal via insertion, we assume the leakage to be a fixed percentage of dynamic power.
Fig. 7: Maximum on-chip temperature for different 2D and 3D integration for the best performance solution for the micro-architecture. HS denotes a heat sink, and the 3D integration allows the insertion of thermal vias to reduce temperature.
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