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ABSTRACT
This paper presents a case-study of delay defect screening applied to Fujitsu 2.16GHz SPARC64 microprocessor. A non-robust delay test is used while each test vector is compacted to detect multiple transition faults in a standard scan-based design targeting a stuck-at fault test. Our test technique applied to a microprocessor designed with 6M gate logic, 4MB level 2 cache, and 239K latches, achieves 90% coverage using 3,103 test vectors. We estimate the distribution of the delay of paths covered by our delay test. We also show the effectiveness of our method by discussing the correlation between the screening result and the actual number of delay defects.
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1. Microprocessor Overview

As the successor to the 1.3GHz SPARC64 microprocessor [1,2] designed in 130 nm technology, we have developed a 2.16GHz SPARC64 microprocessor [4] in 90 nm technology. The chip die image is shown in Figure 1. The right-hand area is the level 2 cache, and the left-hand area is the logic. We used a hierarchical incremental custom design methodology supported mainly by in-house CAD tools [3] which have been customized for high performance microprocessor design. Our SPARC64 microprocessors have the same reliability, availability, and serviceability (RAS) functions as the mainframe; they are employed in the UNIX servers used for a wide range of applications including the mission critical ones. The specification of our 2.16GHz SPARC64 microprocessor is as follows:

- Process: 90nm, Cu metallization, 10 metal layers
- Frequency: 2.16GHz
- Die size: 18.46mm x 15.94mm
- Transistor count: 400M
- Level 2 on-chip cache: 4MB
- I/O signals count: 279
- Power dissipation: less than 65W

For testability purposes, scan chains are designed to scan data latches. Scan chains are selected and controlled by a test port controlling macro (TPCM). For the memory, a high speed test based on BIST is used in addition to the test through scan chains. For the delay test performed by two consecutive at-speed clock pulses, a 2-pulse generator is built in the chip. These design-for-testability circuits are verified based on logic simulation by a CAD tool to check testability design rules. The features of these testability circuits are as follows:

- Scan clock: 2-phased clocks
- Scan chain count: 16
- Scan latch count: 238,620
- Additional circuits: TPCM, 2-pulse generator, RBIST

The rest of this paper is organized as follows. In Section 2, the test flow from chip manufacturing to shipment of server products in which the microprocessor is used is overviewed. Section 3 presents the general concept of a delay test and our algorithm of test vector generation applied to a 2.16GHz SPARC64 microprocessor design. In Section 4, we show vector generation results, and compare the results with the results of using a robust test method. Finally, we conclude the paper in Section 5.

2. Delay Defect and Chip Screening

Delay defect is a defect that does not influence the functionality of a circuit but changes the speed of the circuit. The cause of this type of defect is mainly an excessive delay due to a high resistance by an open wire or interconnect via, or due to a large capacitance caused by bridging short circuits between wires [5]. Since this kind of delay defect is fatal in high performance microprocessors, it has to be detected as early as possible after manufacturing. Figure 2 shows our test flow from chip manufacturing to shipment of server products. At the end of wafer fabrication, a go/no-go test is performed for each chip using a set of functional test vectors. For good chips, a delay defect screening is performed. Chips that pass all these tests are shipped to a server product factory. In the server product factory, the chips are packaged after an acceptance test such as external inspection is performed. Then, a burn-in test is applied to induce time and stress dependent failures by applying thermal and electrical stresses. Next in a speed binning test, which determines the maximum functional operating speed of each chip,
a test program is loaded into the memory of the chip. Then, speed binning at several frequencies is performed by executing the test program on the chip. After the maximum speed is determined for each chip, they are used inside units. Then, a unit test is performed under a high temperature and supply voltage. After the unit test, each system is configured according to a customer’s requirement and the server is shipped to the customer after running a test for several days. In this paper, we refer to the test performed after the burn-in test as the system test.

![Figure 2. Test Flow of Server Products](image)

In our test flow, we can reduce delay defects found after packaging by screening which is done through performing a delay test at wafer-level. Since the packaging cost is wasted if a defect is found after packaging, this screening is very important to reduce the manufacturing cost. In the delay test at the wafer-level, a set of two consecutive at-speed pulses is applied for each pair of test vectors at the same or a slower speed than the production specified speed. The important thing before adding a delay test step to the test flow is to confirm that a go/no-go result by a delay test correlates well with the defect found in a system test. To the best of our knowledge, few analyses on the correlation between delay test results and actual delay defects have been reported [6]. In [6,7] to confirm the correlation, chips failing the delay test are tested again at a lower speed. In our experiment, we confirmed it using the data of chips that failed the speed binning. If there is a good correlation and there is a possibility of reducing the manufacturing cost, the screening by the delay test is applied.

Table 1 shows four possible cases depending on the results of the delay test and system test after packaging. Case A is when a chip passes both delay and system tests. Case B is when a chip passes the delay test but fails a system test. Since the delay defect is found in a system test after packaging, the packaging cost is wasted. Case C is when a chip is under-killed by the delay test. The chip fails the delay test but passes the system test. In this case, screening regards a good chip that passes a system test as a defective chip. This means that good chips are wasted. Case D is when a chip fails both delay and system tests. By applying the delay test, the clock is set to the same frequency or a slower frequency than the target frequency of the clock applied for the delay test. The reason some chips are over-killed (Case C) is the excessive usage of test vectors that test functionally untestable paths [6,7]. A functionally untestable path is a path not activated by any combination of instructions in a microprocessor.

### Table 1. Correlation between Delay Test and System Test

<table>
<thead>
<tr>
<th>System test after packaging</th>
<th>Delay test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pass</td>
<td>Case A:</td>
</tr>
<tr>
<td></td>
<td>Real pass</td>
</tr>
<tr>
<td></td>
<td>No loss</td>
</tr>
<tr>
<td>Fail</td>
<td>Case B:</td>
</tr>
<tr>
<td></td>
<td>Under-kill</td>
</tr>
<tr>
<td></td>
<td>Real fail</td>
</tr>
<tr>
<td></td>
<td>Loss</td>
</tr>
</tbody>
</table>

When the delay test is applied, the clock is set to the same frequency or a slower frequency than the target frequency of the clock. According to the frequency of the clock in the delay test, the percentages of chips categorized into cases A, B, C, and D change. In general, when the frequency increases, the percentages of cases A and B decrease and the percentages of cases C and D increase. Here, let \( N_A, N_B, N_C, \) and \( N_D \) be the numbers of chips categorized into cases A, B, C, and D, respectively. Further, let \( UP, PC, STC, \) and DTC be the unit price, the packaging cost, the system test cost, and the delay test cost respectively. When comparing the case the delay test is applied with the case the delay test is not applied, the loss of the manufacturing cost \( \Delta LMC \) is expressed as,

\[
\Delta LMC = N_D \cdot (PC + STC) - N_C \cdot UP - \sum_{i=A,B,C,D} N_i \cdot DTC \tag{1}
\]

Applying the delay test is beneficial only if \( \Delta LMC \) is positive. The value of \( \Delta LMC \) depends on the ability of the delay test to detect actual delay defects and the frequency of the clock used in the test. If the ability of the delay test is fixed, it is possible to use a frequency which maximizes \( \Delta LMC \).

### 3. Delay Test

In a standard scan design, all latches are connected into a single or multiple scan chains through which the values of latches can be loaded and unloaded. In the delay test for a standard scan design, the test vector is loaded and the result is unloaded through scan chains. To generate test vectors for the delay test, transition fault model [8] or path delay fault model [9] is used. In the delay test based on the path delay model, paths to be tested are selected from critical paths. A path which causes an incorrect operation of a chip due to a small excessive delay can be tested with a high probability. However, the test coverage for all delay faults in the entire chip is typically low because only a small number of paths are tested; the reason is the limitations on test generation and application times. On the other hand, the coverage for all delay faults in the entire chip is higher if a delay test based on the transition fault model is used. Unfortunately the delay test may not test critical paths with a

![Diagram of Chip Manufacturing Process](image)
high probability. Since the coverage for all delay faults in the entire chip is very important if the delay test is used to screen out actual delay defects, we select the transition fault model instead of the path delay fault model to achieve a high coverage. In the transition fault model, slow-to-rise and slow-to-fall delay faults are assumed at all input and output pins of each gate in a circuit. A slow-to-rise fault is a fault that makes a rising transition slow, while a slow-to-fall fault is a fault that makes a falling transition slow. In this fault model, it is assumed the delay increase due to a defect is large enough to make a chip operate incorrectly at the desired clock speed. The delay test for detecting a transition fault is done using a pair of test vectors \((V_1, V_2)\). The delay test is performed using this vector pair and two consecutive at-speed clock pulses. The first test vector \(V_1\) is loaded into launching latches through scan chains. Then, the first clock pulse is issued so that the launching latches capture outputs of the combinational circuit. The outputs of launching latches become inputs to the combinational circuit to generate a transition. The generated transition is rising for a slow-to-rise fault and falling for a slow-to-fall fault. The second at-speed clock pulse is issued to capture the generated transition at capturing latches. When a value captured by a capturing latch is the same as the value after a transition, there is no actual delay defect at the assumed location. When the captured value is the same as the value before a transition, there is an actual delay defect at the assumed location. Figure 3 shows the sequence of the abovementioned delay test. In our delay test, the second test vector is loaded into launching latches through scan chains. Then, the first clock pulse is issued so that the launching latches capture outputs of the combinational circuit by issuing the first clock to latches. This technique is called functional justification. There are two other techniques to load the second test vector, enhanced scan and skewed load. [10] compares these three techniques. We use functional justification because it needs no additional hardware. Functional justification is less likely to test functionally untestable paths than other two techniques [10,11]. Thus, the possibility of over-kill in the functional justification is least among the three techniques.

![Figure 3. Delay Test by Two At-speed Clock Pulses](image)

### 3.1 Design for Testability Circuits

Our delay test based on a standard scan design needs no additional hardware except for a circuit to generate two at-speed clock pulses. In this generator, a 2-pulse extractor and a selector are added after a PLL circuit as shown in Figure 4. The 2-pulse extractor is a circuit to extract two consecutive pulses from the PLL output and the selector selects the PLL output or the 2-pulse extractor output according to the test mode signal that controls the selector. The selected clock pulses are supplied to the system clock distribution circuit.

![Figure 4. The Circuit Used to Generate Two At-speed Clock Pulses](image)

#### 3.2 Test Vector Generation

To generate test vectors for the delay test, our ATPG tool for stuck-at faults is enhanced in two areas. The first is to handle two consecutive time-frames corresponding to time frames before and after the first at-speed clock pulse. By this enhancement, the ATPG tool can generate a set of two test vectors by processing two time frames in the reverse order (i.e., \(t\) and \(t-1\)). In the original ATPG, expression (2) is applied only as a test generation condition to detect a stuck-at fault on line \(p\). In the enhanced ATPG, expression (3) is added to generate a transition. Expression (2) corresponds to time frame \(t\) and expression (3) corresponds to time frame \(t-1\). Our enhanced ATPG processes expression (2) before expression (3).

\[
\text{state}(t,p) = T/F \quad (2)
\]
\[
\text{state}(t-1,p) = F/F \quad (3)
\]

Here, the term \(\text{state}(t,p)\) in the left hand side of expression (2) denotes the state of line \(p\) at time frame \(t\). The \(T/F\) in the right hand side represents value \(T\) in the fault-free circuit and value \(F\) in the faulty circuit. A slow-to-rise fault takes \(T=1\) and \(F=0\), and a slow-to-fall fault takes \(T=0\) and \(F=1\). The term \(\text{state}(t-1,p)\) in the left hand side of expression (3) denotes the state of line \(p\) at time frame \(t-1\). The notation \(F/F\) in the right side represents value \(F\) in both the fault-free and faulty circuits. A slow-to-rise fault takes \(F=0\) and a slow-to-fall fault takes \(F=1\). In the second enhancement, a feature to generate multiple transitions is added to our ATPG. This is done by applying a dynamic compaction technique at time frame \(t-1\) to detect as many faults as possible using a single test vector pair. Table 2 shows the comparison of off-path values in robust, non-robust, and our tests. A delay test is called robust if it can detect the target delay fault independent of other delay faults. On the other hand, it is called non-robust if the delay test for the target delay fault is invalidated by other delay faults. In a robust test, off-path values at time frame \(t-1\) are set to the values they had at time frame \(t\) so that other delay faults do not invalidate the delay test. Since invalidation is permitted in a non-robust test, off-path values at time frame \(t-1\) can take any arbitrary value. Our method [12] tries to generate as many transitions as possible by selecting different values for off-path signals at time frames \(t-1\) and \(t\). We denote these off-path values by \(A0\) and \(A1\) (Table 2) to distinguish them from don’t care (\(X\)) used in the non-robust test. \(A0\) (\(A1\)) means the value 0 (1) is selected if possible. When a rising transition on an on-path input of an AND or a NAND gate is propagated, the off-path input can be set to \(A0\) (see Figure 5).
a falling transition on an on-path input of an OR or a NOR gate is propagated, the off-path input can take A1. Since in other two possible cases no transition can propagate on an off-path if a transition propagates on an on-path, off-paths can be set to neither A0 nor A1. For A0 (A1), a test vector compaction algorithm assigns 0 (1) value to off-path inputs. More details on this can be found in [12]. In the non-robust delay test described before, it is not possible to analyze a specific path because other delay faults may invalidate the test for that specific path. On the other hand in our method, delay faults that invalidate a test are also detectable. For example, consider an on-path and an off-path input of an AND gate. A slow-to-rise delay fault on an on-path input may invalidate a slow-to-rise delay test of the other input and vice versa. If only one of the inputs has a slow-to-rise delay fault, then the defect is detectable. Therefore, our method can detect delay faults using a small number of test vectors.

Table 2 Off-path conditions in Delay Test

<table>
<thead>
<tr>
<th>Time frame</th>
<th>On-path</th>
<th>Off-path</th>
<th>Non-Robust</th>
<th>Robust</th>
</tr>
</thead>
<tbody>
<tr>
<td>t-1</td>
<td>t</td>
<td>t-1</td>
<td>t</td>
<td>t</td>
</tr>
<tr>
<td>AND/NAND</td>
<td>0</td>
<td>1</td>
<td>A0</td>
<td>1</td>
</tr>
<tr>
<td>OR/NOR</td>
<td>0</td>
<td>1</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>A1</td>
<td>0</td>
<td>X</td>
</tr>
</tbody>
</table>

Figure 5. Generation of Multiple Transitions

4. Result

In this section, we summarize statistics such as the number of test vectors for each test item and the test vector generation time. Then, we present the followings: 1) a comparison of the number of test vectors and the test vector generation time for the robust test method and our method, 2) the delay distribution for paths covered by our delay test method, 3) the correlation between screening results and the actual delay defects.

4.1 Test Items and Generated Test Vectors

We have developed an in-house ATPG tool at Fujitsu and have been using it since the ECL mainframe era. The reason of developing an in-house tool is that an ATPG program needs to be optimized for design-for-testability circuits. All test vectors including the ones used for the delay test are generated by our ATPG program. Table 3 shows test vector generation results for a 2.16GHz microprocessor design described in Section 1. SCAN is a test for scan chains, FUNCTION is a functional test based on a stuck-at fault model, RBIST is a Built-In-Self-Test for memories, and DELAY is the delay test to screen out delay defects. We verify all test vectors from functional and timing viewpoints before they are applied to chips. The verification is done by an in-house test vector verification tool named VERIFIER. Using the delay data generated by a static timing analyzer in SDF format, VERIFIER verifies the expected values and timing by performing timing simulation. By this, it is possible to verify not only the expected values for input vectors but also the timing information reported by the static timing analyzer. Table 4 shows the CPU time needed for the verification.

Table 3. Test Items

<table>
<thead>
<tr>
<th>Test</th>
<th># Faults</th>
<th># Vectors</th>
<th>Coverage</th>
<th>Time (Hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCAN</td>
<td>9,059,216</td>
<td>14</td>
<td>99.9%</td>
<td>0.22</td>
</tr>
<tr>
<td>FUNCTION</td>
<td>21,803,669</td>
<td>2,014</td>
<td>99.9%</td>
<td>14.15</td>
</tr>
<tr>
<td>RBIST</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.12</td>
</tr>
<tr>
<td>DELAY</td>
<td>9,750,387</td>
<td>3,103</td>
<td>90.0%</td>
<td>31.11</td>
</tr>
</tbody>
</table>

Table 4. Time Required for Verification and Test

<table>
<thead>
<tr>
<th>Test</th>
<th>Verification Time (Hours)</th>
<th>Relative Verification Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCAN</td>
<td>101.02</td>
<td>2.9%</td>
</tr>
<tr>
<td>FUNCTION</td>
<td>16.80</td>
<td>0.5%</td>
</tr>
<tr>
<td>RBIST</td>
<td>3,346.04</td>
<td>96.1%</td>
</tr>
<tr>
<td>DELAY</td>
<td>16.24</td>
<td>0.5%</td>
</tr>
</tbody>
</table>

We generated test vectors using a Fujitsu 1.3GHz PRIMEPOWER, and we verified test vectors on IA servers with an Intel Pentium4 2.4GHz CPU. The verification time in Table 4 corresponds to the case when one CPU is used; we accelerated the verification by parallel execution on 12 CPUs. Overall, 2.9%, 0.5%, 96.1%, and 0.5% of the total time was used for the scan chain test, the function test, the memory test, and the delay test, respectively.

4.2 Comparison with Robust Delay Test

First we used the robust test to screen out delay defects, but it was not practical because of large generation time and large number of test vectors. Therefore, we compare our test with the robust test to show the effectiveness of our method. The left graph in Figure 6 shows the change of coverage with the number of test vectors. In our method, the coverage reaches 90% using only 3,103
test vectors. The robust test requires twice the number of test vectors to achieve the same coverage. The right graph in Figure 6 shows the change of coverage as a function of the execution time. In our method, the coverage reaches 90% in 31 hours, but it takes the robust test three times longer to reach the same coverage. Therefore, to screen out delay defects of microprocessors, using the robust test is not practical. Table 5 summarizes the above results. When performing our delay test, the maximum memory usage was about 5 GB.

4.3 Delay of Paths Covered by Delay Test

The transition delay fault assumes an infinite excessive delay due to a defect. More than one path may pass location  \( x \) where a delay fault is assumed. In a delay test based on a transition fault, the path with the maximum delay out of all paths passing location \( x \) is not necessarily tested by a test vector generated for this purpose. We estimate the distribution of the delay of paths covered by our delay test by VERIFIER described in Section 4.1. VERIFIER performs timing simulation using input vectors and delay information. Then simulated output values are compared against the expected values. In our verification tool, we can specify the time to compare the values (i.e., the strobe time). We performed the verification several times using different frequencies for the strobe times; we used frequencies both lower and higher than the target frequency.

If the simulated values of latches are different than the expected values, the applied vector tests the delay of a path that is slower than the frequency corresponding to the strobe time. Therefore, we can get the delay distribution of paths tested by the applied test vectors from the number of latches in which simulated values are different than the expected ones. However, the exact number of paths is not known from the number of those latches. If the simulated value of a latch is different than its expected value, then some of the paths terminating at the latch are tested. For each test vector we count the number of latches whose simulated values are different than the expected values. Then, we calculate the sum of the number of latches for all test vectors. We plot the results in a graph (see Figure 7). The graph \( \text{Dist}_{DT} \) shows the delay distribution of paths covered by the delay test. For \( \text{Dist}_{DT} \) the vertical axis corresponds to the numbers of latches. Figure 7 also shows \( \text{Dist}_{STA} \), the actual delay distribution of paths reported by the static timing analyzer. The vertical axis in this case corresponds to the number of paths.

Since the scale of the vertical axis is different for \( \text{Dist}_{DT} \) and \( \text{Dist}_{STA} \), we cannot compare the two graphs directly to find out how many paths are covered by the delay test. Therefore, we enlarged \( \text{Dist}_{DT} \) graph vertically so that two graphs intersect at frequency \( A \).

4.4 Screening Results

We perform the screening for delay defects at 1.5GHz which is about 70% of the target frequency of the chip and at the normal operating voltage. The screening ratio for the total actual defective chips is 5.0%. In general, it is effective to detect delay defects at a lower voltage [13]. However, there is a risk to over-kill chips in a delay test at a lower voltage. Therefore, the important thing to do before actually applying a delay test to screening is to ensure that go/no-go results by a delay test correlate well with defective chips found by the system test. If the correlation between the delay test and the system test is confirmed, the screening for delay defects is applied if the value of LMC in expression (1) is positive.

We apply the delay test at a lower voltage for chips that pass all functional tests as well as the delay test at the normal voltage. We set the clock frequency to 1.5GHz. Then, regardless of the result,
speed binning by the system test is performed on the chips. We used about 4,000 chips in our experiment. Table 6 shows the ratios of pass and fail in the system test for both outcomes of the delay test. Since the defects found in the system test are not only delay defects but also memory defects, we exclude chips that have a memory defect. From the table, we can see that 1.7% of the chips that passed the system test failed the delay test at a lower voltage. Further, 46.7% of the chips that failed the system test also failed the delay test at a lower voltage. This means the delay test may waste 1.7% of good chips that pass the system test. Furthermore, 46.7% of packaged chips that fail the system test can be eliminated through screening by a delay test. At the time of this paper submission, we do not have delay test results for frequencies different than 1.5GHz due to the limited tester resource. If the frequency applied in the delay test is changed, we believe it is possible to achieve a detection ratio higher than 46.7%. In any case, the decision whether to apply it to an actual screening must be done based on the value of $\Delta LMC$ in expression (1). Otherwise, there is a risk of wasting good chips.

<table>
<thead>
<tr>
<th>Table 6. Screening Result</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Delay test</td>
</tr>
<tr>
<td>Pass</td>
</tr>
<tr>
<td>System test after</td>
</tr>
<tr>
<td>packaging</td>
</tr>
<tr>
<td>Pass</td>
</tr>
<tr>
<td>Fail</td>
</tr>
</tbody>
</table>

5. Conclusions

We presented a screening technique based on the non-robust delay test model that can detect multiple transition faults simultaneously using a single pair of vectors. We showed the results of applying the delay test to screen 2.16GHz microprocessors. Our delay test based on the standard scan design can generate vectors within practical limitations on the number of test vectors and generation time and it can achieve 90% coverage. By applying this delay test to delay defect screening, we can screen out chips with defects at the normal voltage. The screening ratio at the normal voltage is 5.0% for the total actual defective chips. This screening can reduce the manufacturing cost by detecting delay defects before chips are packaged even if the applied frequency is slower than the target frequency. By applying the delay test at a lower voltage for chips that pass the delay test at a normal voltage, it is shown that 46.7% of chips that fail at the system test may be screened out before packaging.

Since our delay test described in this paper is based on the transition fault model, it does not need any delay information of gates or wires when the test vector is generated. Therefore, the coverage of critical paths of the circuit may not be enough. To increase the coverage, it is necessary to test more critical paths. For this, some test vectors generated based on the path delay model should be added to our test vectors. We are planning to enhance our ATPG tool to generate these test vectors using the delay information of gates and wires.
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