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Abstract—The Grid of Processing Cells (GPC) has been proposed as a scalable many-core architecture, modeled
using SystemC TLM-2.0 methodology. This work introduces a graphical CAD software called Map Grid-based
Layouts (MapGL) to facilitate the design process of GPC-based applications, automatically generate their SystemC
models, and perform analyses on memory usage and speed. Using MapGL, we map a GoogLeNet Convolutional
Neural Network (CNN) to a suitable GPC and improve it with a new modular Memory Access Resources and
Interfaces (MARI) library for better communication between processing cells and lower resource usage.
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I. INTRODUCTION

Over the last two decades, computer systems focus shifted from raising the clock frequency toward
increasing the number of processors [1]. Shared main memory can delay many-core processors for thousands of
cycles due to bus contention despite sophisticated multi-level cache hierarchies [2]. As an alternative scalable
computer organization, tiled network-on-chip architectures have been proposed with separate local memories,
such as the Grid of Processing Cells (GPC) [3], where processor-memory pairs are arranged on-chip in a
two-dimensional array with only local interconnect.

Without the assumption of one shared memory, software must be explicitly partitioned among cells. To
mitigate this programming problem, this paper presents a graphical CAD tool called Map Grid-based Layouts
(MapGL) that allows the user to interactively map an application to a GPC platform, automatically generate the
SystemC model, and evaluate it for performance and resource usage.
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Figure 1. MapGL, GPC mapping of a canny edge detector algorithm.
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1I. RELATED WORK

A large body of research addresses the partition and mapping problem to many-core network-on-chip (NoC)
platforms. In [4], Yang et al. proposed a multiple applications mapping method on the many-core NoC that finds
a region on the NoC for each application and then maps tasks into each regions. In [5], Murali et al. proposed a
methodology to map different use-cases into the NoC architecture, satisfying the performance constraints of
each individual use-case. While these works focus on many-core architecture mapping, our work is a holistic
application mapping approach on the Grid of Processing Cells.

In [6], Bruch et al. proposed a graphical user interface computer-aided design (CAD) tool which allows the
user to evaluate the performance of NoCs systems using traffic generators in SystemC simulations. While the
proposed BrownPepper simulator [6] allows to design and profile RTL and transaction-level models on a
system-on-chip 2D-mesh architecture, it does not allow the user to interact, visualize and map an application.

111. Mapr GriD-BASED LayouTts: MarGL

We present MapGL, a CAD software that lets the user design a custom GPC, automatically generate the
SystemC model, and analyze it. A MapGL mapping model is reusable and portable, saved as a single JSON file.
Figure 1 shows MapGL’s main window with a canny edge detector example opened.

Inside the MapGL editor, every design is defined using Modules and Channels. A module describes the
behavior of a core using C/C++, while a channel allows two or more cores to communicate. The GPC structure
forces each core to communicate by reading and writing data into the shared memories. Our MARI library
simplifies interactions and optimizes memory usage by providing a set of software-based channels that the user
can use to transfer data directly between cores. After a simulation, MARI can generate a trace with all the
channels accesses. This last feature is used by MapGL to enable a more in-depth performance evaluation.

From the provided mapping, MapGL generates a SystemC model that can be used to perform static and
dynamic analyses. The detailed results of the profiling are then exported as text file reports.
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Figure 2. GoogLeNet CNN on GPC, preliminary mapping.
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IV. EXPERIMENTS AND RESULTS

To demonstrate the scalability and usability of the GPC architecture, three SystemC TLM-2.0 models of the
GooglLeNet image classification CNN [7] have been mapped and profiled using MapGL combined with MARI.
The first model, called preliminary, represents the first attempt to map the application. The other two models use
an improved mapping; one tends to increase the application’s speed, called high-speed, and the other optimizes
memory usage, called low-memory. The GoogLeNet network is composed of 142 layers, and each of them was
manually mapped to one of the GPC cores using MapGL.

The preliminary model, shown in Figure 2, used additional modules to serialize and deserialize data for
communication purposes, which increased the required number of cores to 195, of which 26 were not even used
in the 15 by 13 grid. The improved mapping removed the extra modules thanks to the clever implementation of
multi-channels in the MARI library, which reduced the required number of cores to 150, of which just 7 were
not used inside the 15 by 10 grid.

MapGL profiling highlighted long delays and high memory usage in the first layers of the network in all the
models. The improved mapping reduces by almost one-fourth the grid size compared to the preliminary. This
result caused the two following models to become faster and require fewer memories. Overall the high-speed
model performs better than the preliminary model, while the low-memory model represents a valuable
alternative to reduce memory consumption.

V. CONCLUSION

This paper presented the MapGL editor to map and evaluate the performances of three GPC-based
GoogLeNet CNN models, which exploited the scalability of the GPC architecture using a grid of up to 195
cores. All the SystemC models were interactively mapped and automatically generated using MapGL. The
integrated analysis tools were then used to evaluate the models’ memories usage and speed. The results showed
the superiority of the high-speed model over the preliminary model, indicating the low-memory model as a
valuable trade-off to reduce memory usage.
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