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Abstract

The design of embedded computing systems faces great challenges due to the huge complexity of these sys-
tems. The design complexity grows exponentially with the increasing number of components that have to coop-
erate properly. One solution to address the complexity problem is the modeling at higher levels of abstraction.
However, it is generally not clear which features to abstract (and to what extend), nor how to use the remaining
features to create an executable model that allows meaningful, efficient and accurate analysis of the intended
system.

Transaction Level Modeling (TLM) is widely accepted as an efficient technique for abstract modeling of
communication. TLM offers gains in simulation speed of up to four orders of magnitude, usually however, at the
price of low accuracy. So far, TLM as been used exclusively for communication.

In this work, we propose to apply the concepts of TLM to computation. While the two aspects of embedded
system models, computation and communication, are different in nature, both share the same concepts, namely
functionality and timing. Thus, TLM, which is based on the separation of functionality and timing, is equally
applicable to both, communication and computation. In turn, the tremendous advantages of TLM can be utilized
as well for the abstract modeling of computation.

While traditional work largely has focused on refinement and synthesis tasks, this work addresses the model-
ing of systems towards efficient accurate estimation and rapid design space exploration. The results of this work
will be directly applicable to established design flows in the industry.
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Abstract

The design of embedded computing systems faces
great challenges due to the huge complexity of these
systems. The design complexity grows exponentially
with the increasing number of components that have
to cooperate properly. One solution to address the
complexity problem is the modeling at higher levels of
abstraction. However, it is generally not clear which
features to abstract (and to what extend), nor how
to use the remaining features to create an executable
model that allows meaningful, efficient and accurate
analysis of the intended system.

Transaction Level Modeling (TLM) is widely ac-
cepted as an efficient technique for abstract model-
ing of communication. TLM offers gains in simula-
tion speed of up to four orders of magnitude, usually
however, at the price of low accuracy. So far, TLM as
been used exclusively for communication.

In this work, we propose to apply the concepts of
TLM to computation. While the two aspects of embed-
ded system models, computation and communication,
are different in nature, both share the same concepts,
namely functionality and timing. Thus, TLM, which is
based on the separation of functionality and timing, is
equally applicable to both, communication and com-
putation. In turn, the tremendous advantages of TLM
can be utilized as well for the abstract modeling of
computation.

While traditional work largely has focused on re-
finement and synthesis tasks, this work addresses the
modeling of systems towards efficient accurate esti-

mation and rapid design space exploration. The re-
sults of this work will be directly applicable to estab-
lished design flows in the industry.

1 Introduction

As we enter the information era, embedded comput-
ing systems have a profound impact on our everyday
life and our entire society. With applications rang-
ing from smart home appliances to video-enabled mo-
bile phones, from real-time automotive applications
to communication satellites, and from portable multi-
media components to reliable medical devices, we in-
teract and depend on embedded systems on a daily
basis.

While embedded systems typically do not look like
computers due to their hidden integration into larger
products, they contain similar hardware and software
components regular computers are made of. More-
over, embedded systems are special-purpose devices,
dedicated to one predefined application and face strin-
gent constraints including high reliability, low power,
hard real-time, and low cost.

Over recent years, embedded systems have gained
a tremendous amount of functionality and processing
power, and at the same time, can now be integrated
into a single System-on-Chip (SoC). The design of
such systems, however, faces great challenges due to
the huge complexity of these systems. The system
complexity grows rapidly with the increasing number
of components that have to cooperate properly. In ad-
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dition, expectations grow while constraints are tight-
ened. Last but not least, customer demand constantly
requires a shorter time-to-market and thus puts high
pressure on designers to reduce the design time for
embedded systems.

1.1 Motivation

The international Semiconductor Industry Associa-
tion ITRS, in its design roadmap [67], predicts a sig-
nificant productivity gap and anticipates tremendous
challenges for the semiconductor industry in the near
future. The 2004 update of the roadmap identifies
system-level design as a major challenge to advance
the design process. System complexity is listed as the
top-most challenge in system-level design. As first
promising solution to tackle the design complexity,
the ITRS lists higher-level abstraction and specifica-
tion. In other words, the most relevant driver to ad-
dress the system complexity challenge is system-on-
chip design using specification at higher levels of ab-
straction.

Higher-level of abstraction is in the ITRS report
[67] also listed as a key long-term challenge for de-
sign verification. As simulation and synthesis, verifi-
cation will have to keep up with the move to higher
abstraction levels. In other words, system models
must be properly abstracted with the intended design
tasks in mind, including verification and synthesis.

1.2 Abstract Modeling

In system level design, the importance of ab-
stract specification and modeling cannot be over-
emphasized. Proper abstraction and modeling is the
key to efficient and accurate estimation and successful
design space exploration. However, in contrast to the
great significance of abstraction and modeling, most
research has focused on tasks after the design specifi-
cation phase such as simulation and synthesis. Little
has been done to actually address the modeling prob-
lem, likely because this problem is not well-defined
yet, and the quality of a model is not straightforward
to measure and compare.

A model is an abstraction of reality. More specif-
ically, an embedded system model is an abstract rep-
resentation of an actual or intended system. Only a

well-designed model will accurately represent and de-
fine the properties of the end product, while allowing
efficient handling and fast examination.

Moreover, most embedded system models are exe-
cutable. Execution of the model allows to simulate the
behavior of the intended system and to measure prop-
erties beyond the immediate ones in the model de-
scription. For example, simulation enables the predic-
tion of properties such as performance and through-
put.

The choice of the proper abstraction level is crit-
ical. Ideally, multiple well-defined abstraction lev-
els are needed to enable gradual system refinement
and synthesis, adding more detail to the design model
with every step. In other words, a perfect model re-
tains only the essential properties needed for the job at
hand, and abstracts away all unneeded features. Then,
as the design process continues, incrementally more
features are added to the model, reflecting the design
decisions taken.

The main objective of this work is to improve
the modeling of embedded systems, in particular the
modeling of computation (as discussed later in Sec-
tion 3). The goal of a ”good” model is, with minimum
modeling effort, to allow fast and accurate prediction
of critical properties of the described system.

To achieve these goals, well-defined metrics and
measurement setups need to be defined. Then, a sys-
tematic analysis of actual system models is necessary,
so that essential properties and proper abstraction lev-
els can be identified and efficient modeling techniques
and guidelines can be developed.

1.2.1 Is modeling an art?

Sometimes, people think that modeling is an art or a
task that requires artistic talents in the model designer.
This may be true for creating a painting or designing
a sculpture, but does not hold for modeling of embed-
ded systems. The quality of a piece of art cannot be
objectively determined, but the quality of an embed-
ded system model can be quantitatively measured and
compared.

To measure the properties of a model (and the prop-
erties of the modeled system), metrics, measurement
setups, and test environments are necessary. How-
ever, these can be clearly defined (as shown later in



Section [2.2.4, for example) and used to examine the
model. Thus, embedded system modeling is not an
art, it is a technical task based on scientific principles
and concepts. Further, embedded system modeling
can be learned simply by following technical model-
ing guidelines, the creation of which is one objective
of this work.

1.2.2 What features should be abstracted?

It has been stated before that proper abstraction is
the key to successful modeling of embedded systems.
However, it is generally not obvious which features
in a model are needed, and which can be abstracted
away (and to what extend). Neither is it clear how to
model the essential features in order to create an effi-
cient executable model suitable for fast and accurate
prediction and rapid design space exploration. This
problem is aggravated by the fact that most desired
features typically pose a trade-off, or are even contra-
dictory (e.g. high simulation speed and detailed func-
tionality).

It is the goal of this work to identify and include
only desired features in models for common design
scenarios (and to leave unneeded features out). Thus,
we aim to identify minimal feature sets for effective
models, and also develop modeling guidelines that
maximize the value of a model such that it provides
high simulation speed, accurate functionality and/or
precise timing.

Careful measurements and systematic analysis will
be necessary to identify and effectively navigate the
trade-offs involved. For this work, we will focus on
performance and accuracy metrics, and measure these
properties using industry-standard applications such
as MP3 codecs and video processing algorithms.

For most embedded applications, accurate timing
and correct functionality are “must-have” features
in a model. Other important aspects include struc-
tural composition (such as the number and types of
processing elements) and estimated power consump-
tion (e.g. for battery-powered mobile devices). On
the other hand, implementation details, such as pins,
waveforms and interrupts, are abstracted away in
specification models as these restrict the implemen-
tation, limit the design space, and unnecessarily in-
crease the model complexity.

1.2.3 Architecture analogy

The architectural blueprints of a house can serve as a
good analogy of well-abstracted modeling. An archi-
tect, charged with designing a new building, typically
develops a set of models of her/his intended design in
order to examine, document and exhibit the intended
building features, the general floorplan, room sizes,
etc. For example, to exhibit the aesthetic qualities
of the design, the architect often builds an abstract
paper model of the building that shows the three-
dimensional design in small scale. For the actual
building phase, however, a different model is needed.
Here, the architect draws two-dimensional schematic
blueprints for each floor which accurately show the
location and dimensions of the walls, doors and win-
dows, as well as water and gas pipes, etc.

In this analogy, the purpose of the abstract models
is clear, as is the inclusion or omission of design fea-
tures. Different models serve different purposes and
therefore exhibit different properties. Important as-
pects are included and emphasized, and aspects of no
interest are abstracted away.

Concluding the overview, the contribution of this
work will be a systematic approach to abstraction and
modeling of computation in embedded systems.

1.3 Outline

The remainder of this document further details this
work. Section 2/discusses background material in or-
der to appropriately position this work with respect to
ealier and related work. Section|3 presents the main
idea of modeling computation using TLM and out-
lines the technical approach to be taken. Then, Sec-
tion|4 discusses the current status of this approach and
outlines future work. Finally, Section |5 summarizes
this document and concludes with the expected im-
pact of this work.

2 Background

The following sections present an executive summary
of four research tasks addressed by the author that
build the background for TLM of computation, in the
context of other related work.



2.1 Separation of Concerns

One of the fundamental principles in embedded sys-
tem modeling is the clear separation of concerns.
Addressing separate issues independently from each
other very often leads to clear advantages over ap-
proaches where different aspects are intermixed. In
particular, this applies to the design of system-level
description languages (SLDL).

An excellent example of the separation of con-
cerns is the SpecC [28,/31] approach defined in 1997
[82]. The SpecC language and methodology cre-
ated a world-wide impact in industry and academia
so that leading companies started the international
SpecC Technology Open Consortium (STOC) [73] in
1999.

The SpecC language is based upon the clear sepa-
ration of computation and communication, as well as
on an orthogonal structure, which we will both briefly
review in the following two sections.

2.1.1 Computation and communication

Clear separation of computation and communication
is an essential feature of any good system model as
it enables “plug-and-play”. This feature also distin-
guishes modern SLDLs from traditional hardware de-
scription languages (HDL) such as VHDL [39] and
Verilog [40].

A typical model of two communicating processes
described in a HDL is shown in Figure|1(a)l Here it is
important to note that there are two distinct portions
of code in the blocks, containing computation and
communication (shaded), which are intermixed. In
such a model, there is no way to automatically distin-
guish the code for communication from the code used
for computation, because the purpose of the state-
ments cannot be identified. Neither is it possible to
automatically exchange the communication protocol,
nor to switch to a new algorithm to perform the com-
putation.

In order to allow automatic replacement of commu-
nication protocols and computation algorithms, sepa-
ration of communication and computation is needed.
This is supported in form of behaviors and channels
in the SpecC language [27], as shown in Figure 1(b)|
Here, the computation is encapsulated in the behav-

P1 P2

(¢) Inlined

Figure 1: Separation of computation and communica-
tion.

iors and the communication is contained in the chan-
nel.

For the implementation of a channel, its functions
are inlined into the connected behaviors and the en-
capsulated communication signals are exposed. This
is illustrated in Figure [1(c). The channel has disap-
peared, the contained signals are exposed, and the
communication protocol has been inlined into the be-
haviors. Note that in this final implementation model,
communication and computation are no longer sepa-
rated. The model again resembles the traditional HDL
model, ready for implementation.

In summary, modern SLDLs clearly separate com-
munication from computation such that both can be
easily replaced if necessary ("plug-and-play”).

It should be emphasized that this separation of
concerns, which originated in SpecC, has also been
adopted in the SystemC [36] SLDL, version 2.0, in
2000 [54]. Today, SystemC is the de-facto industry-
standard SLDL, supported by the Open SystemC Ini-
tiative [56]. Finally, it should be mentioned that the
significance of the separation of concerns has later
been emphasized as well in the Metropolis project at
UC Berkeley [6].



2.1.2 Orthogonality of concepts

A second significant principle in system-level design
is the orthogonality of concepts. Again, SpecC is a
good example as it is based on the paradigm of pro-
viding orthogonal constructs for orthogonal concepts.

Before designing the SpecC language, the authors
identified the essential concepts required for system
level design, including concurrency, hierarchy, com-
munication, synchronization, exception handling, and
timing [28]. Since in principle these concepts are in-
dependent of each other, i.e. orthogonal, the SpecC
language was designed to provide exactly one inde-
pendent syntactical construct for each concept. As a
result, the SpecC language largely! is orthogonal in
its basic constructs. This is extremly beneficial for
CAD applications as this significantly simplifies the
development of the tools working with the language.

In contrast, VHDL [39] can serve as a counter ex-
ample. In VHDL, signals incorporate synchroniza-
tion, data storage and timing. Without additional an-
notations or coding conventions, this makes it hard to
identify for which purpose a particular signal is ac-
tually used, and thus an efficient implementation is
aggravated.

2.2 Transaction Level Modeling of Commu-
nication

Our previous work, Transaction Level Modeling for
Communication [65], can be seen as the counterpart
of the work described in this document. The former
has been applied to the communication, the latter will
be applied to the computation aspects of embedded
systems. As we have seen in Section 2.1.1, embed-
ded system models consist of exactly these two parts,
computation and communication. Thus, the combina-
tion of the former and this work will solve the whole
modeling problem.

! This author later realized that the goal of orthogonality has
not been completely reached in SpecC. Behavioral and structural
hierarchy are not entirely independently implemented from con-
currency.

2.2.1 TLM trade-off

Accurate communication modeling is an important is-
sue for the design of embedded systems. However,
efficient system level design requires also high execu-
tion performance.

Accurate

Accuracy

In-
accurate
High

Low performance

Figure 2: Transaction Level Modeling Trade-Off.

For efficient communication modeling, Transaction
Level Modeling (TLM) has been proposed [36]. TLM
abstracts the communication in a system to whole
transactions, abstracting away low level details about
pins, wires and waveforms [17]. This results in mod-
els that execute dramatically faster than synthesiz-
able, bit-accurate models. This benefit, however, usu-
ally comes at the price of low accuracy.

In general, TLMs pose a trade-off between an im-
provement in simulation speed and a loss in accuracy,
as illustrated in Figure [2. The trade-off essentially
allows models at different degrees of accuracy and
speed. However, having both high speed and high
accuracy at the same time is typically not possible.
High simulation speed is traded in for low accuracy,
and a high degree of accuracy comes at the price of
low speed. Models with this trade-off fall into the
gray area of the diagram. Models in the dark area are
obviously existent, but practically unusable, whereas
models in the white area are highly desirable but typ-
ically not achievable.

2.2.2 Systematic analysis

Although TLM has been generally accepted as one
solution to tackle SoC design complexity, the TLM
trade-off however, has not been examined in detail.
Our aim is to systematically study and analyze the



TLM trade-off quantitatively. More specifically, we
quantify the performance gains of TLM and measure
the loss in accuracy for a wide range of bus systems.
As a first step, we define our approach to TLM as
based on the granularity of data and arbitration han-
dling. We then define proper metrics and test setups
for measuring the performance improvement and the
accuracy loss. We apply our TLM abstraction ap-
proach to examples of different bus categories and
create models at different abstraction levels, in par-
ticular two classes of TLMs (ATLM and TLM), and
compare them against a fully accurate Bus Functional
Model (BFM) as a reference.

2.2.3 Modeling approach

TLM allows a wide variety of modeling styles and
abstractions [17]. For our modeling, we focus on
the granularity of data and arbitration handling. We
define three classes of granularity applicable to any
bus protocol, and match these granularity classes to
three model types. Figure [3 shows the granularity
levels with respect to time and indicates the correla-
tion to models and layers. A user transaction is the
most coarse grain element of transferring a contigu-
ous block of bytes with arbitrary length. It is split
into bus transactions, which are bus transfer primi-
tives, such as a word transfer. Each bus transaction is
usually processed in several bus cycles, which repre-
sent the finest granularity in our modeling.

Model Data Granularity Layer
TLM User Transaction MAC
ATLM Bus Transaction Protocol
BFM Bus Cycle Physical
1 1 1 1 1 1 1 I 1 1
T T T T T T T I T T R
time

Figure 3: Model classes and their granularity.

Our classes of granularity correlate with the layers
defined in the ISO OSI reference model [41]: the me-
dia access control (MAC), the protocol sublayer, and
the physical layer. Each layer handles data and arbi-
tration at its own granularity. According to our classes
of granularity, we consider models at three different
abstraction levels.

Transaction Level Model (TLM) The TLM is the
most abstract model; it handles user data at the
user transaction granularity and transfers data re-
gardless of its size using a single memcpy and
simulates timing by a single wait-for-time state-
ment. Instead of modeling the bus arbitration, it
resolves concurrent access using a semaphore.

Arbitrated TLM (ATLM) The ATLM simulates the
bus access with bus transaction granularity (e.g.
AHB bus primitives), at the protocol layer level.
The ATLM accurately models the bus arbitration
for each bus transaction.

Bus Functional Model (BFM) The BFM is a syn-
thesizable, bus cycle-accurate and pin-accurate
bus model. It implements all layers down to the
physical layer, covering all timing and functional
properties of the bus. It handles arbitration per
bus transaction and has the capability to take ar-
bitration decisions on a bus cycle granularity.

2.2.4 Analysis metrics and measurement setup

We focus on two aspects for the analysis: the simu-
lation performance, since a performance gain is the
main premise of TLM, and the timing accuracy, as
a loss is expected with abstraction. Our metric for
the performance is the simulation bandwidth. We de-
fine bandwidth as the amount of data transferred in
the simulation per second of real-time, using a mini-
mal scenario with a single master and a single slave.
One aspect of model accuracy is the timing accuracy
for each transmitted user transaction. As one metric,
we utilize the transfer duration per user transaction
and define the duration error as the percentage error
over the bus standard, so that a timing accurate model
exhibits 0% error:

dgq - duration as per standard
diest - duration in model under test
diess — d
error, — 100 dtex —dud] (1)

std

Since the actual experienced timing accuracy
highly depends on the application and architecture
specifics, we define a generic test setup and a proce-
dure that covers a range of applications. The designer
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Figure 4: Dual master setup for accuracy measure-
ments.

can then derive the expected accuracy for her/his par-
ticular setup.

In a generic test setup with two masters and two
slaves connected to the same bus (Figure [4), each
master transfers a predefined set of user transactions.
The transactions vary linear randomly in the base ad-
dress, size, and the delay to the next transaction (sim-
ulating the application’s computation). We record the
timing information of each individual transaction for
later analysis. We repeat the analysis over different
levels of bus contention, which allows to infer the ac-
curacy over a range of applications.

2.2.5 Results

We have applied our granularity-based abstraction to
three common bus systems covering diverse com-
munication protocols. We have chosen the AHB of
AMBA [3], as a representative of parallel on-chip bus
systems with centralized industry-accepted standard
for on-chip bus systems. For the second category
of off-chip serial busses with distributed arbitration,
we have selected the Controller Area Network (CAN)
[11]. This bus system dominates in automotive ap-
plications. Third, we analyze the category of custom
processor-specific busses that are typically much sim-
pler than the general purpose standard busses. Here,
we have chosen the Motorola ColdFire Master Bus
[53] that is used by the popular ColdFire MCF5206
processor. We have modeled, validated, and system-
atically analyzed each bus using our performance and
accuracy metrics.

Figure|5 shows the performance results for one ex-
ample, the AMBA AHB. It confirms the TLM expec-
tations: the simulation speed increases significantly
with abstraction. The performance raises with each
TLM abstraction by two orders of magnitude. As ex-
pected, the TLM executes the fastest. The simula-

1000 ¢ e -
F TLM
L ——— ATLM (b) ]
100 F ATLM (a) 3
I ——— BFM ]

Simulated Bandwidth [MByte/sec]

0.01 W
0.001 il ol N

1 10 100 1000
Transaction Size [bytes]

Figure 5: Performance for the AMBA AHB models.

tion bandwidth is independent of the transaction size,
since a constant number of operations is executed for
each transfer. The ATLMs are two orders of mag-
nitude slower due to the finer granularity of modeling
individual bus transactions. Starting with the ATLMs,
the graphs exhibit a saw tooth shape due to the non-
linear split of user transactions into bus transactions
(e.g. 3 bytes are transferred in 2 bus transactions:
byte + short, whereas 4 bytes are transferred in 1 bus
transaction: a word). The BFM is again two orders
of magnitude slower than the ATLMs due to the fine
grain modeling of individual wires and additional ac-
tive components (e.g. multiplexers).

On the other hand, the accuracy significantly de-
grades with abstraction. One example, again from the
AMBA AHB, is shown in Figure 6. The x-axis de-
notes the amount of bus contention in percent, each
measurement point for a model reflects the average er-
ror over the analyzed 5000 user transactions. The ac-
tual accuracy depends strongly on the bus contention
in the measurement scenario. Under the absence of
bus contention, all models are accurate. For the ab-
stract models ATLM and TLM, the timing error in-
creases with a rising bus contention. The finer grained
ATLM (irrespective of the (a) and (b) variant that we
have analyzed), is more accurate than the most ab-
stract TLM. The TLM peaks with 45% error at 50%
bus contention due to its coarse grained simulation at
the user transaction granularity and the absence of ar-
bitration.
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Figure 6: Individual timing accuracy for the AMBA
AHB models.

2.2.6 Generalization

Combining the performance and accuracy results of
all modeled bus systems, we generalize this data for
a broader perspective on the benefits and drawbacks
of TLM for communication. Figure 7/combines our
measurements and depicts the TLM trade-off for the
three representative bus models. On the x-axis, Fig-
ure 7 denotes the simulation performance in terms of
simulation bandwidth for a 100 byte user transaction.
The y-axis denotes the accuracy as the average error
of individual transfers. The error is measured for the
low priority master for a contention of 40%. Note that
the error inceases towards the x-axis (downwards),
hence a measurement point on the top signifies 100%
accuracy.

The graph confirms the expected results as depicted
earlier in Figure 2| Abstract modeling poses a trade-
off, with either fast or accurate results. The accurate
BFMs are slow with less than 0.2 MByte/s bandwidth.
On the other hand, the fast TLMs with a bandwidth
of up to 100 MByte/s produce an average error from
32% to 47%. The ATLMSs are found in the middle,
simulating at about 1 MByte/s bandwidth. Some are
accurate, since the modeled granularity matches the
granularity of the actual protocol. If the granularity
does not match, or in case of additional feature ab-
straction, the ATLM generate an average error from
18% to 39%.

Based on the analysis results of the individual ex-
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Figure 7: TLM trade-off summary.

amples, we have then derived general conclusions.
Abstraction based on a decreasing (coarsening) gran-
ularity yields at least an order of magnitude improve-
ment per granularity level. On the other hand, ab-
stracting features at the same granularity level only
yields marginal performance improvements. In other
words, proper model granularity is the key to efficient
communication abstraction.

However, TLM of communication results in a se-
rious loss in accuracy if the modeled granularity is
more coarse grain than the granularity present in the
actual bus protocol. This defines the TLM trade-off.
In general, a model is either fast or accurate. Our fast
TLMs with up to 100 MBytes/s bandwidth show an
error of up to 47%. Accurate models, on the other
hand, are slow. Our BFMs simulate with less than
0.2 MByte/s bandwidth.

In summary, our systematic quantitative analysis of
performance and accuracy in communication TLM,
based on a diverse set of major bus architecture stan-
dards, confirms the TLM promise of high simulation
speed. We can identify conditions for abstract and ac-
curate models. As a result, we can provide general
guidelines that allow the system designer to navigate
the TLM trade-off effectively. Successful navigation
is beneficial in two aspects, first, for the designer of
abstract communication in selecting features and an
abstraction method. Second, the user of communica-
tion profits from our analysis when choosing the most
suitable model for the given application with fast and
accurate results. More detailed information and the
individual results can be found in [66, 61, 62].



2.3 Computer-Aided Re-coding

We have stated already that creating and optimizing
the model of an embedded system is a critical task to-
ward successful SoC design, that we want to improve
in this work. We will now present a new technique,
called re-coding, that reduces the time of modeling
through interactive automation.

2.3.1 Coding bottleneck

One critical aspect neglected in CAD efforts so far
is the design specification phase, where the intended
design is captured and modeled for use in the design
flow. Each design methodology expects a specific
type of input model (and most methodologies also de-
pend on intermediate models) for interaction between
tools and the designer. These models need to be either
hand-written from scratch, or modified from a refer-
ence model. While much of the research has focused
on synthesis and refinement tools, little has been done
to support the designer in forming these models.

Figure '8 shows a generic top-down system design
methodology [28]. Using this design flow, we have
studied several industry-size design examples, includ-
ing a MP3 audio decoder [23] and a GSM voice codec
[34]. For the MP3 design example, Figure[8/shows the
design time spent for creating the specification model
in comparison to the refinement time using automated
synthesis tools. Manually re-coding the reference im-
plementation into a proper specification model took
12-14 weeks, whereas the following implementation
was completed in less than one week of time.

All these examples indicate that about 90% of the
system design time is spent on coding and re-coding
of the SLDL models, even in the presence of initial
algorithms given in the form of C code. Moreover,
we need to emphasize that specification capturing is
not a one time task. When a change in the design
model is required for a refinement step down in the
design flow, it is often necessary to modify or re-code
the input model.

2.3.2 Re-coding approach

Creating a well-written embedded system model in-
volves separation of communication and computa-
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Figure 8: Design time and extent of automation in
todays’ refinement-based design flow.

tion, introducing proper granularity, and exposing
concurrency. These tasks typically consist of (and are
accompanied by) smaller tasks such as adding ports to
a block, routing a signal through the design hierarchy,
re-scoping a variable, etc. Regardless of their com-
plexity, these operations are usually performed by the
designer manually, using a plain text editor to manip-
ulate the model described in a SLDL, such as Sys-
temC [36], SpecC [28] or System Verilog [74].

Note that there is a large discrepancy between the
task the designer wants to perform, and the commands
a regular text editor offers (i.e. adding and deleting
characters and lines, etc.). Thus, automation of such
re-coding operations is desired. Textual re-coding
operations, such as introducing blocks, changing the
scope of variables, and grouping of functions, can be
performed automatically, if the decision to apply the
operation is made (and required parameters are pro-
vided) by the designer. This way, the designer is re-
lieved from mundane text editing tasks and can focus
on actual modeling decisions.



2.3.3 Interactive source re-coder

To aid the designer in coding and re-coding, we have
implemented a source re-coder. Our source re-coder
is a controlled, interactive approach to implement
analysis and refinement tasks. In other words, it is
an intelligent union of editor, compiler, and power-
ful transformation and analysis tools. Unlike other
program transformation tools, our re-coder keeps the
designer in the loop and provides complete control
to generate and modify a model suitable for her/his
design flow. By making the re-coding process inter-
active, we rely on the designer to concur, augment
or overrule the analysis results of the tool, and use
the combined intelligence of the re-coder and the de-
signer for the modeling tasks.

Document

Object Preproc|—>| Parser

Text Transformation
Editor Tools
]
A ] Yy
1

| GUI |

Figure 9: Conceptual Structure of the Source Re-
Coder.

The conceptual structure of our source re-coder is
shown in Figure 9| It consists of 5 main components,
a text editor, a complex data structure (abstract syntax
tree, AST), a preprocessor and parser, a code gener-
ator, and a set of analysis and transformation tools.
The AST data structure [77] is needed for analyzing
and transforming the design model. It is created by
the preprocessor and parser when the design file is ini-
tially loaded. Subsequently, it is incrementally main-
tained and synchronized with the designer’s actions in
the text editor. The transformation and analysis tool
set is the heart of our source re-coder. All re-coding
tasks invoked by the user are implemented by these
refinement tools. When the designer points to an ob-
ject in the source window, a node corresponding to the
pointed co-ordinates is located in the AST, and a list
of available and possible operations is provided in a
context menu. For example, when the designer points
to a global variable, then the list of possible trans-
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formations includes renaming, deleting, changing the
scope, and finding dependents.

2.3.4 Productivity gains

To assess the productivity gains resulting from the au-
tomated re-coding approach, we have applied it to a
set of design examples, as listed in Table/1. For each
example, we have used the re-coder to create SoC de-
sign models with computation and communication as-
pects separated. This task of exposing communica-
tion in SoC models involves three main operations,
localizing variable accesses, creating explicit connec-
tivity, and introducing synchronization channels.

Table 1: Productivity gain for different examples

| Properties | JPEG | MP3 | GSM |
Global Variables localized 8 70 83
New Ports added 2 146 163
New Channels added 1 6 2
Re-coding time (secs) 27 246 260
Estimated Manual time (mins) 53 497 585
Productivity gain 117x | 121x | 135x

Table (1 shows the times measured using the re-
coder in comparison to the times we estimated for
manual editing. Table |1 also shows the productivity
gains achieved for the three examples, all more than
a factor 100. Using our source re-coder, the complex
transformations can be realized instantly with a click
of button. Thus, tedious time consuming tasks like
exposing communication can be achieved in the order
of seconds instead of hours.

2.4 Communication Synthesis

The fourth background topic relevant to this work is
synthesis of communication architectures [33]. This
work goes hand in hand with the modeling of com-
munication discussed in Section|2.2 as both projects
are based on the same well-defined abstraction levels
for communication.

24.1 Layer-based approach

Automated system-level communication design with
efficient design space exploration capabilities is be-
coming increasingly important. We have developed



a system-level design environment for the generation
of bus-based SoC communication architectures. Our
approach supports a two-stage design flow with au-
tomated communication refinement [69, 70, 71] to-
wards custom, network-oriented communication ar-
chitectures beyond a traditional single shared bus.
Starting from an abstract specification of the desired
communication channels, our environment automati-
cally generates tailored implementations of bus net-
works at various levels of abstraction. At its core,
a systematic, layer-based refinement approach is uti-
lized.

We use a layering of communication functionality
within each stage of the design flow [32]. In other
words, we divide the SoC communication into sev-
eral layers based on separation of concerns, grouping
of common functionality, dependencies across lay-
ers, and early validation of critical issues for rapid
and efficient design space exploration. Our layers
are stacked on top of each other where one layer
provides services to the next higher layer by build-
ing upon and using the services provided by the next
lower layer. In general, at its interface to higher lay-
ers, each layer provides services for establishing com-
munication channels and for performing transactions
over those channels.

2.4.2 Automatic model generation

Our communication design environment automati-
cally generates models and implementations of sys-
tem communication through refinement from an ab-
stract description of a system architecture. Automatic
refinement tools are used to produce communication
models at various levels of abstraction in order to
trade-off simulation accuracy and speed. Our com-
munication design flow is targeted to support com-
plex, non-traditional architectures with communica-
tion over a heterogeneous network of buses or other
communication media.

Figure 10 shows a design model at TLM abstrac-
tion generated by our environment. The model ac-
curately describes the communication architecture of
the design down to the level of individual bus pro-
tocol transactions. As such, it abstracts away pin-
related protocol details. Instead, the system compo-
nents communicate via instances of TLM channels in-
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Figure 10: Automatically generated TLM design.

serted from the bus database. Inside the components,
protocol stacks (shown as connected half-channels)
down to the media access layer have been generated
and inserted.

We have demonstrated the feasibility and benefits
of our communication synthesis approach using sev-
eral industrial-strength examples. Our models and
layers have been systematically defined such that they
can be automatically generated. Automating the te-
dious and error-prone process of refining high-level
communication abstractions into an actual implemen-
tation results in significant gains in productivity, thus
enabling rapid, early exploration of the communica-
tion design space.

2.5 Other Related Work

We will now briefly review other related work rele-
vant to this work.

2.5.1 TLM of communication

Using TLM [36] for capturing and designing com-
munication architectures has received much attention.
Cai and Gajski [17] provide an initial taxonomy of
TLM. Sgroi et al. [68] address SoC communication
with a Network-on-Chip approach that follows the
OSI structure. [72] describes SystemCSV, an exten-
sion to SystemC with three different abstraction levels
and a CAN example in [14]. Coppola et al. [25] pro-



pose abstract communication modeling in the IPSIM
framework. Gerstlauer et al. [32] describes abstrac-
tion based on a decreasing number of OSI [41] layers.
Abstract communication is also used in Ptolemy as
presented in [47] and in [38] with an extension of dy-
namic switching between abstraction levels. In [20]
Caldari et al. describe the results of capturing the
AMBA rev. 2.0 bus standard in SystemC at two lev-
els of abstraction. A common point for all solutions
is the loss in accuracy with abstraction. OCP-IP [37]
provides three TLM with increasing abstraction, with
only the TL-1 being cycle accurate.

2.5.2 Communication synthesis

There are several approaches dealing with automatic
generation, synthesis and refinement of communica-
tion [22, 75], which however do not provide inter-
mediate models breaking the design gap into smaller
steps required for rapid, early exploration of criti-
cal design issues. Furthermore, even in more recent
work [43], only specifically crafted target implemen-
tations are supported. Historically, a lot of work has
focused on automating the decision making process
for communication design [79,/30, 29,55, 44] with-
out, however, providing corresponding design models
or a path to implementation. More recently, work has
been done to target automatic generation [10], refine-
ment [51, 21] or estimation [46, 84, 48] of commu-
nication, but in all cases, the approaches are usually
limited to specific target architecture templates or nar-
row input model semantics.

2.5.3 Computation abstraction

At the very high abstraction level of application mod-
eling, Ptolemy [15] uses a modeling environment that
integrates different models of computation (such as
petri nets and boolean dataflow) in a hierarchically
connected graph.

Traditionally Instruction Set Simulators play an im-
portant role in software simulation [24, 16, 52, 58].
Significant research effort has been spent to improve
the performance of ISS [49, 59,85, 83, 13,/19]. The
traditional approach of an ISS based co-simulation
is provided by several commercial vendors, such as
ARM’s SoC Designer with MaxSim Technology [2],
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VaST Systems’ [76] virtual system prototyping tools
and CoWare’s [26] Virtual Platform Designer. In ad-
dition, ISS based co-simulation is used in many aca-
demic projects, such as the MPARM [8] platform and
in [78].

Estimation and profiling of target specific software
performance, as a necessary step towards faster sim-
ulating models, has been the aim of multiple projects
[18, 7, 50]. More recent research work focuses on
abstraction of a CPUs in the system level design.
Bouchhima et al. [12] describe an abstract CPU sub-
system that allows execution of target code on top of
a hardware abstraction layer that simulates the pro-
cessor capabilities. Kempf et al. [42] introduce their
Virtual Processing Unit for analysis of task mapping
and scheduling effects using a quantitative model.

3 Transaction Level Modeling of
Computation

Transaction Level Modeling (TLM) has been pro-
posed and is widely accepted as an efficient technique
for abstract modeling of communication. TLM en-
ables high-speed system simulation and rapid design
space exploration. We have shown in Section 2.2 that
industry-standard communication protocols, carefully
designed using TLM, offer performance gains in sim-
ulation speed of up to four orders of magnitude. Due
to an inherent trade-off, however, the speed-up comes
usually at the price of lower accuracy. Up to now,
TLM as been used exclusively for communication.

In this work, we propose to apply TLM to compu-
tation. As we have seen in Section 2.1.1, embedded
system models clearly separate computation and com-
munication aspects to enable automatic replacement,
but both are still described using the same SLDL con-
cepts and constructs. It is therefore surprising to see
the benefits of TLM applied only to one half of the
model. In other words, transferring the successful ab-
straction techniques of TLM also to the other half of
embedded system models promises the tremendous
benefits again.
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Figure 11: Two level separation of concerns.

3.1 Separation of Functionality and Timing

During our in-depth analysis of TLM for communica-
tion, we have gained the necessary insights to apply
TLM also to computation. One key aspect is a sec-
ond level of separation of concerns, namely the clear
separation of functionality and timing. Figure (11 il-
lustrates the two levels of separation, first communi-
cation and computation, then functionality and tim-
ing. Communication TLM is modeled as a function
call containing the functionality of a data transfer, i.e.
one memcpy operation, and the timing of this trans-
fer in form of computation of the duration (F;(x)) and
a waitfor statement. Computation, on the other
hand, is also modeled as code for functionality, i.e.
a function call, and duration computation followed by
awaitfor statement.

3.2 Granularity of Timing

Given the clear separation of functionality and timing,
we need to identify the proper granularity/abstraction
level. To obtain high simulation speed, the number
of waitfor statements must be minimized because
these usually lead to costly context switches in the
simulator. TLM for communication therefore uses a
single memcpy and waitfor statement to simulate
a whole communciation transaction. Applying this
to the computation counterpart means that, instead of
many small F(x) and waitfor statements (as exe-
cuted by a slow Instruction Set Simulator, ISS), we
need to arrage the code such that large blocks of func-
tionality and few longer waitfor statements are
used (as fast compiled ISS do). Figure |12 illustrates
the more coarse-grained granularity of timing in TLM
of computation compared to traditional instruction-set
simulation. Note that this comparison is a clear indi-
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cation that our approach will hold the promise of high
performance gains.

3.3 Computation Abstraction

To apply TLM to computation, proper abstraction lev-
els need to be identified, as discussed earlier in Sec-
tion1.2. Computation in embedded systems is per-
formed by two different processing elements, namely
programmable processors for software, and dedicated
hardware units.

For software execution, traditional abstraction lev-
els range from C code down to assembly code. Both
extremes can be simulated in a SLDL as native com-
piled code (usually referred to as untimed specifica-
tion) or using an ISS, respectively. Between these,
we find the abstraction levels of host-compiled ISS
and computation TLM, the latter one to be defined in
detail in this work. Figure [13 illustrates these four
abstraction levels for modeling software execution on
programmable processors. For reference, Figure 14
shows the software compilation flows used to gener-
ate the resulting simulation executables by the four
different approaches.

- Untimed Specification
- Computation TLM

©
(O]
(0]
&1 - Host Compiled ISS

Accuracy

- Instruction Set Simulator

Figure 13: Abstraction levels of computation using
programmable processors.

For dedicated hardware, potential abstraction levels
range from behavioral simulation (i.e. C code) down
to the cycle-accurate Register Transfer Level (RTL).
Potential candidates for TLM abstraction are likely
similar to the abstraction level at the software side,
but also include the five different levels defined by the
Accellera semantics [1].

3.4 Result-Oriented Modeling

Towards TLM of computation, we will now describe
a novel technique called Result Oriented Modeling
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Figure 14: Flows for computation simulation.

(ROM) [63, 64] that delivers the same high perfor-
mance as regular TLM, but retains 100% accuracy in
timing. In order to reach these apparently conflict-
ing accuracy goals, ROM relies on the the basic as-
sumption that the effects of the functionality are only
observable at the boundaries of a user transaction.
Therefore ROM can eliminate internal state changes,
rearrange events and avoid costly context switches.

3.4.1 ROM approach

Result Oriented Modeling (ROM) is a general con-
cept for abstract yet accurate modeling of a process.
As such, ROM is similar to the “black box™ concept.
The underlying assumption of ROM is the limited ob-
servability of internal state changes of the modeled
process. It is not necessary to show intermediate re-
sults of the process to the user, as in a “’black box”
approach. The only goal of ROM is to produce the
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end result of the process fast. Hiding of intermediate
states gives ROM the opportunity for optimization.
Often, intermediate states can be entirely eliminated.
Instead, ROM can utilize an optimistic approach that
predicts the outcome (e.g. termination time and final
state) of the process already at the time the process is
started.

Throughout the runtime of the process, a disturbing
influence may change the system state, so that the ini-
tially predicted results are no longer accurate. There-
fore, ROM checks at the end of the predicted time
whether such a disturbing influence has occurred. If
so, ROM retroactively adjusts to the new conditions
and takes corrective measures. In other words, a mis-
take of an overly optimistic initial prediction is fixed
at the end. Optimistic prediction of the end result re-
duces the amount of computation and thus increases
performance, if the cost for any corrective measures



is low. This approach is in contrast to the traditional
modeling approach of reaching the end result through
a set of incremental state changes. The traditional
approach takes the disturbing influence incrementally
into account and adjusts the intermediate states ac-
cordingly. ROM, on the other hand, records any dis-
turbing influence over the predicted time and makes
any necessary adjustment at the end.

Repeating the ”black box” comparison, ROM is a
“black box” approach that additionally includes inter-
action with other ’black box” instances (as disturbing
influence) and takes corrective measures in case the
interaction is not as predicted.

In contrast to ROM, traditional TLM achieves
speedup by modeling the internal state changes at
a more coarse granularity and reaches the final re-
sult through an incremental approach taking into ac-
count any disturbing influence at each step. ROM on
the other hand, optimistically predicts the end result,
records the disturbing influence and only makes a cor-
rection in the end when it deems necessary.

3.4.2 Airplane arrival analogy

Figure 15 illustrates the ROM approach using the ex-
ample of predicting the arrival time of an airplane.
The real process (a) exhibits continuous changes to
the airspeed dependent on the disturbing influence
wind. The traditional abstract modeling approach (b)
approximates the result by incrementally calculating
the air speed in dependence of the wind in (coarse-
grain) discrete time steps. The ROM approach (c), on
the other hand, does not model the intermediate air-
plane speed. Instead, it makes one initial optimistic
prediction about the arrival time, and finally corrects
its prediction retroactively for the average wind con-
dition.
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Figure 15: ROM predicting an airplane arrival time.
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3.4.3 ROM of computation

To apply our ROM concept to modeling of compu-
tation, we take advantage of the separation of func-
tionality and timing as described in Section|3.1. For
fastest functionality, we will use direct compilation
of the code, similar to the host compiled approach of
ISS. For the timing, will use the optimistic prediction
of ROM.

Traditionally, the target timing is achieved by us-
ing discrete wait statements with a fixed wait time.
Applying the ROM concept, we can optimistically
calculate the wait time during the simulation, taking
into account the virtual processor state. Interrupts,
pipeline and cache effects can be modeled as disturb-
ing influences. The optimistic prediction of the exe-
cution time will cover a block of code until the next
observable activity on the outside. At the end of the
predicted time interval, the initial calculation is veri-
fied. In case of no disturbing influence, the initial pre-
diction will proof correct, the observable activity can
be committed, and the simulation proceeds. In case
of a disturbing influence, the initially predicted time
will be too short, but can be updated using the now
available status information. The simulation will then
wait for the extended time, after which the process of
prediction updates is repeated.

In summary, we are confident that the ROM idea
is applicable to TLM of computation, and we expect
highest simulation speeds with high accuracy.

3.4.4 Initial Experiments

To estimate the benefits of our proposed modeling
concept, we have applied the generic ROM approach
to a bus system [64], the AMBA AHB [3].

As in TLM, the main idea for speeding up the sim-
ulation is to replace the sequence of wait operations
and arbitration checks with one single wait-for-time
statement. Reducing the number of wait operations
is the biggest contributor to increased execution per-
formance. This avoids running the scheduling algo-
rithm in the simulation engine and thus also reduces
the number of context switches.

When a bus master requests a user transaction, the
earliest finish time for this transfer is calculated and
the master waits until that time. The time prediction



takes the current state of the bus into account. In case
a higher-priority transaction is already active, the wait
time is increased for its duration. After the calculated
time has passed, the master verifies whether the pre-
dicted time is still accurate. If so, the transaction is
complete. Note that in this best case scenario only a
single wait statement is used.

With a disturbing influence of a higher priority
master accessing the bus during a transaction, the pre-
dicted time will be too short. Then, ROM recalculates
the predicted time and waits for it. This process is re-
peated until the prediction is verified to be correct.

Note that an optimistic (short) prediction algorithm
is necessary to allow for corrections. With a pes-
simistic (too long) prediction, a correction would
need to go back in time, which obviously is not pos-
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Figure 16: Preemption in BFM, TLM, ROM

To compare ROM against other modeling ap-
proaches, we will analyze the case of bus preemption
in more detail, as shown in Figure 16/ In (a) BFM,
a burst transaction starting at #y is preempted at ¢,.
The higher priority transfer completes at 3 when the
preempted transfer resumes, terminating finally at #4.
Both masters perform arbitration checks for every bus
cycle, a total of 32 in this example.

In (b) traditional TLM, the low priority transaction
is not properly preempted and still ends at #, (not at
t4). Instead, the high priority transaction is delayed
until #, and ends at #4 (not at #3). Clearly, the ab-
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stract TLM is highly inaccurate in the finish times of
both transfers, but executes fast. Only two arbitration
checks are performed.

In (c) ROM, the inaccuracies of the TLM are cor-
rected by 3 additional arbitration checks. The low pri-
ority transfer is initially predicted to finish at #,. Then,
it detects that it has been preempted at #; and recalcu-
lates its finish time for t3 —#; time units later at 74. The
high priority master wakes up at #3 and terminates its
transaction, since it was not preempted. At 74, the low
priority master wakes up, verifies that no other pre-
emption has occurred, and thus completes its transfer.

3.4.5 [Initial Results

Our initial results for the ROM are extremely promis-
ing. ROM executes as fast as the most abstract tra-
ditional TLM, however it is 100% accurate. Thus it
completely eliminates the trade-off as it exists for tra-
ditional TLM.

We have examined the performance with prediction
updates using two masters and two slaves. The high
priority master puts an equally distributed base load
of 33% on the bus by sending 8-beat burst transac-
tions. The low priority master issues transactions of
increasing size without a delay in between, as before?.
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Figure 17: ROM performance comparison.

Figure[17 shows the time to simulate the low prior-
ity master over an increasing message size while the

ZFor a fair comparison, we also ensure that all models transfer
the same amount of user transactions.



high priority master is running at the same time. It re-
veals that both ROM and TLM are equally fast, three
orders of magnitude faster than the BFM, and one or-
der of magnitude faster than the ATLM.

Knowing that ROM is equally fast as TLM, we
need to validate whether ROM meets the target of
100% timing accuracy. We use the same setup and
metrics as in Section [2.2.2. Our analysis confirmes
that ROM for the AMBA AHB is 100% accurate re-
gardless of the bus-contention. In that respect it is
identical to the BFM. We omit the actual measure-
ment graph for space reasons, since it is identical to
Figure 6, with the exception of a second fully accurate
model on top of the x-axis, ROM.

BFM ATLM ROM
0 & A
——AHB
51 Locked
10
15 —i—AHB
= ) Unlocked
= 201
g 25 —A&—CAN
w
30 S
35 - =
=
40 —
45 T T T T
0.0001 0.001 0.01 0.1 1 10

Simulation Bandwidth [MByte/s]

Figure 18: ROM beats the TLM Trade-Off.

We have also implemented the ROM approach for
the Controller Area Network (CAN). The results of
this second example are similarly exciting. Figure (18
combines our results for both the AMBA AHB and
the CAN modeling. It shows on the x-axis the band-
width of the low priority master in a two master setup
with 50% utilization of the bus. The y-axis denotes
the average error in transfer duration for the low pri-
ority master.

Our experimental results demonstrate the tremen-
dous benefits of ROM. While the traditional TLM
suffers from a significant speed/accuracy trade-off, as
Figure[18 shows for the models in the ATLM and the
TLM category, only ROM delivers highest speed and
100% accuracy at the same time, lying in the hot-spot
top right area of the trade-off graph.

These exciting initial results strongly support the
proper direction of our research, allowing high expec-
tations for ROM applied to computation. Our goal
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is to reach 100% accurate communication and com-
putation at highest speeds. Achieving that goal, or
even only approaching it, will significantly increase
our abilities in designing embedded systems more ef-
ficiently. This will allow us to explore a larger design
space more rapidly, leading to ’better” embedded sys-
tems in the end.

4 Current Status and Future Work

Our work on TLM for computation, as outlined in the
previous sections, is at this point still in it’s infancy.
In fact, this work is still in the “idea” state. The main
idea of applying the concepts of TLM to computation
is clear, and we have shown some very promising ini-
tial results, but most work still lies ahead. Much more
research is necessary in order to really understand the
concept, to put it to work for real-world applications,
to back it up with actual and accurate experimental
results, and, last but not least, to deploy it such that
it benefits the actual design process of embedded sys-
tems.

Looking back (see Section 2), we have based this
research on a solid foundation, namely the work on
SpecC featuring the separation of concerns (see Sec-
tion|2.1), the systematic analysis of TLM of commu-
nication (see Section|2.2), the automation of modeling
through re-coding (see Section [2.3), and finally the
work on communication synthesis (see Section 2.4).

Looking forward, much research and development
work needs to be performed to bring this idea to real
fruition. The following is a rough attempt at listing
the tasks ahead.

e We need to start with the identification of model
features suitable for abstraction, and the defini-
tion of promising abstraction levels. Results of
these tasks can then be used to define proper
modeling techniques.

e Next, actual example models will be required.
Modeling, describing and validating these mod-
els using a SLDL will require a significant
amount of time, based on past experience [23,
35, 80]. As soon as models become available,
suitable metrics and measurements need to be



defined such that inherent trade-offs can be an-
alyzed in detail (compare Section 2.2.2).

e Then, the concepts developed before can be ap-
plied toward synthesis. Well-designed models
are expected to be easier synthesizable and will
lead to better implementations.

e The next step can then focus on defining, build-
ing, and testing a suitable synthesis flow.

e Finally, to demonstrate the success of the pro-
posed approach, we need to finally develop and
build a prototype system of a real-world applica-
tion such as an MP3 player or video codec.

Eventually, in order to generate an impact in the
real world, technology transfer to industry is essen-
tial. This should begin as soon as successful results
become available and show sufficient maturity.

5 Summary and Conclusion

In this work, we have introduced and outlined our re-
search on transaction level modeling (TLM) of com-
putation. We have shown that TLM for communi-
cation enables simulation speeds of up to four or-
ders of magnitude faster than pin-accurate bus func-
tional models. Usually, however, this performance
gain comes at the price of low accuracy.

This work now applies the successful techniques
of TLM to the computation aspects in embedded sys-
tems. This has not been done before. Moreover, the
exciting advantages experienced with TLM for com-
munication strongly indicate a similar impact when
applied for computation.

The initial results of TLM for computation outlined
in this document support this high expectation. Our
analysis has shown that the use of a novel modeling
approach, called result-oriented modeling (ROM), en-
ables the same high speed simulation as traditional
TLM, yet achieves 100% accuracy in timing. This
eliminates the speed/accuracy trade-off, allowing to
utilize both advantages in a model at the same time.

While traditional work largely has focused on anal-
ysis, refinement and synthesis tasks starting from a
given system model, this project addresses the cre-
ation and optimization of input models for effective

18

use in existing design processes, including accurate
estimation, rapid design space exploration, and effi-
cient synthesis and implementation. The results of
this work are directly applicable to established design
flows in the industry.

Just like the quality of an architectural blue-print
determines the quality of the resulting building, the
model of an embedded system is the key to its suc-
cessful implementation. Thus, the better modeling
techniques proposed in this work will directly im-
prove the technical systems around us and the qual-
itity of life for everyone in our society.
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