Microsoft Ranking Places CECS 6th in the World!

The recently published Academic Research Ranking by Microsoft Corp (http://academic.research.microsoft.com/) ranks 20 Computer Science topics from Algorithms and Theory to the World Wide Web including 2.4 million publications. In the specific topic titled Hardware and Architecture, which is particularly pertinent to the UCI Center for Embedded Computer Systems (CECS), it ranks over one-hundred thousand researchers worldwide. CECS is very highly ranked by sharing 6th place with MIT, UCLA, Princeton and UIUC with 4 faculty in the top 100. First on the list is UCB with 10 in 100, followed by Stanford with 9, Michigan with 7 and UCSD and CMU with 5 faculty members in the top 100.

This faculty ranking affirms CECS reputation as one of the leading centers for embedded systems research and technology.

"I heartily extend my congratulations to the Center for Embedded Computer Systems faculty, students and staff. It is an honor for the Samueli School faculty to be listed among the world's top faculty in the field of computer hardware and architecture," said Rafael L. Bras, distinguished professor and dean of The Henry Samueli School of Engineering.

Prof. Gajski, the CECS Director, said that he is very happy that the research of CECS faculty has been recognized and appreciated around the world. He is also hoping that such recognition will help improve the ranking of our schools, the School of ICS and the School of Engineering, as well as improving the standing of UCI in the ranking of world universities (http://www.arwu.org/#).

CECS Members Chair several Technical Sessions at Design Automation Conference 2010

CECS members continue their presence in hot topic areas such as High-Level Synthesis, Embedded Software, SRAMs, and Computing without Guarantees at the 47th Design Automation Conference, held June 13-18, 2010, at the Anaheim Convention Center.

Embedded Software

Prof. Eli Bozorgzadeh chaired the “Embedded Software Timing Matters!” session on Tuesday, June 15, 2010. The following is the excerpt from the Final Program at DAC:

Software execution time is one of the most important issues in embedded system design and takes different forms that depend on the application context. The first paper presents a method to optimize both latency and throughput of packet-processing systems in a soft real-time context. Focusing on hard real-time systems, the second paper discusses a scheduling approach to optimize energy efficiency. How
to estimate the worst-case execution time of Esterel programs for multiprocessors is the subject of the third paper. The session is concluded by a paper that presents an efficient implementation of breadth-first search on Graphics Processing Unit (GPU).

Prof. Payam Heydari’s session on “Variation-aware Methods for SRAMs and Clocks” was held on Thursday, June 17, 2010. The following excerpt is from the Final Program:

In this session, novel variation-aware methods for SRAMs and clocks are discussed. The first paper proposes a non-invasive method to measure threshold variations in SRAMs. The second paper discusses a method for doing statistical analysis during the design phase of SRAMs for the purpose of improving the parametric yield. The third paper proposes a mechanism for creating clock to enable pre-bond testability of dies in 3-D stacked ICs. The last paper proposes a method for clock-tree design to support on-chip skew detection and correction.

Computing without Guarantees

Finally, Prof. Fadi Kurdahi was the chair of “Special Session: Computing without Guarantees” on June 17, 2010. The following is the excerpt from this session from the Final Program:

The process of electronic system design has traditionally conformed to an axiom—that the specification and implementation need to be equivalent in a numerical or Boolean sense. However, a wide range of application domains, ranging from digital signal processing, multimedia processing, and wireless communications actually do not require such a strong notion of equivalence, due to the presence of noise in the input data and the limited perceptual ability of humans consuming their output. Emerging workloads of the future, such as Recognition, Mining, and Synthesis, take this “inherent resilience” to a different level due to the massive amounts of data they process, statistical nature of the algorithms, and built-in expectation of less than perfect results. Several recent research efforts attempt to exploit this inherent resilience of algorithms to obtain unprecedented levels of performance or energy-efficiency in hardware and software implementations.

For more information about these technical sessions, or DAC in general, please visit the official DAC site at http://www.dac.com/.
Professor Hyungkeun Lee joined the Center for Embedded Computer Systems at UCI in September, 2009 as a visiting scholar hosted by Professor Pai Chou. He received his BS degree in Electronic Engineering from Yonsei University, Korea in 1987 and his MS and PhD degrees in Computer Engineering from Syracuse University, NY in 1998 and 2002, respectively. He had been a research engineer with Samsung Electronics since 1987 and joined the Department of Computer Engineering at Kwangwoon University in Korea in 2003.

His research interests are in ad hoc networks, sensor networks, wireless mesh networks, cross-layer design/optimization for wireless networks, and WLAN. In recent years, he has participated in the development of MAC protocols for IEEE 802.11n and the design of a new MAC protocol for IEEE 802.15.4 in Korea. He is also working on tactical data links and their interoperability, which are standardized radio communication links used for defense systems.

Validation is an essential step in System Level Design (SLD) for Multiprocessor System on Chip (MPSoC). Traditional Instruction Set Simulators (ISS) are often either slow (interpretive ISS) or unable to handle accurate multiprocessor simulation (static or dynamically compiled ISS).

We propose a hybrid simulation scheme which combines interpreted and static compiled ISS. The proposed ISS is free to execute a target function either natively or in interpreted mode. With the aid of System Level Description Languages (SLDL) like SpecC/SystemC, the designer using proposed ISS is able to differentiate the computation portion and the communication portion of the target code. By executing the computation intensive code on the host natively and the communication portion in interpreted mode, the proposed ISS is able to speed up the simulation significantly while maintaining acceptable accuracy and support for multiprocessor simulation. The execution will jump back and forth between interpreted and compiled mode.

To achieve the specifications, the target code is processed by a code generation tool. The tool strips the computation code from the target source and generates the computation code for the host. Computation functions in the target source are then replaced by the system call stubs. The computation code and corresponding auxiliary functions are then compiled on the host and linked with an interpreted ISS. The resulting host simulator loads the modified target binary to perform simulation.

Traditionally, in System Level Design context, the simulation is either cycle approximate (like in Transaction Level Model or Bus Function Model) or completely cycle-accurate and pin-accurate (like in Implementation Model). The former produces an inaccurate performance estimation, while the latter takes a substantial longer simulation time. In the proposed approach, by simulating the computation functions in cycle-
approximate mode and maintains cycle-accurate and pin-accurate simulation for communication between processors, we allow the user to explore the design space in between. In our proposed approach, the user is free to choose whether to run a function in interpreted mode or compiled mode. Thus, the user will have the freedom to make a trade off between simulation speed and simulation accuracy in their own design.

Professors Eltawil and Kurdahi hosted a celebration for their graduating students: Amin Khajeh Djahromi, Hamid Eslami, Ali Reza Behbahani, Gaurav Patel, Avesta Sassan & Chitaranjan Sukumar

Congratulations to all 2010 CECS Graduates!
The following papers were published by CECS affiliates between April 2010 to June 2010 (and unreported papers from previous eNews).

<table>
<thead>
<tr>
<th>Focus</th>
<th>Title, Author, Publication</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiCMOS</td>
<td>Leland Gilreath, Vipul Jain, and Payam Heydari, “A W-Band LNA 0.18-mm SiGe BiCMOS,” IEEE Int'l Symp. on Circuits and Systems (ISCAS), May 2010.</td>
</tr>
</tbody>
</table>
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Publications continued from page 5...
April 2010 to June 2010 (and unreported papers from previous eNews).

BiCMOS

Fault Tolerance

Sleep Transistor

Speed Control and Scheduling
Ryo Sugihara and Rajesh K. Gupta, "Speed Control and Scheduling of Data Mules in Sensor Networks," ACM Transactions on Sensor Networks, Accepted for publication.

3D Stacked Architectures

Virtualized Environments

Virtualized Environments

Energy Management