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Abstract| A �eld-programmable multi-chip mod-

ule containing one ORCA 3T/125 FPGA and 4 MByte

DRAM was built using chip-on-chip technology. Mod-

ule architecture and physical design issues are pre-

sented. A PCI board consisting of four chip-on-chip

modules is also built as the test vehivle. The design

environment for this multi-chip module, including vi-

sual or C++ design entry and bit-serial datapath syn-

thesis system, is also discussed. Some ongoing ap-

proaches, like double-ip technology and area IO are

also addressed.

I. Introduction

Since Dobbleare and El Gamal �rst proposed apply-

ing Multi-chip Module (MCM) technology to FPGAs

by adding additional switchboxes and special drivers to

the IO structures of standard FPGAs [DGHK92], a lot

of e�ort has been put on the development of Field-

Programmable Multi-chip Module (FPMCM) by several

research groups [DGHK92][Ter95][Gar95]. During the

last six years, we have designed, fabricated, assembled,

and demonstrated two generations of silicon-on-silicon

�eld-programmable multi-chip modules (FPMCMs) in-

cluding the latest one with 200K gates.

FPMCM-I [DGI+94] was the �rst �eld-programmable

multi-chip module with silicon substrate. Twelve Xilinx

3042 FPGAs and one Aptix FPIC were ipped on a 30.6

mm square silicon substrate. In total, 44K gates FPGAs

were built in a star architecture. FPMCM-II [DD96] in-

cludes 4 Altera 10K50 FPGAs. We eliminated the cen-

tral FPIC and put all interconnections on the substrate.

This 200K-gate multi-chip module was the biggest �eld-

programmable logic device at that time.

As the capacity of the FPGA devices grows very

rapidly, with the latest one having 500K logic equivalent

gates, the band-width between the FPMCM and mem-

ory devices has become the bottleneck of the system.

However, memory fabrication technology and logic fab-

rication technology diverge even both are in CMOS. Em-

bedded DRAM would cost more to fabricate than dis-

crete DRAM. Unlike System- On-Chip (SOC) approach,

which compromises individual chip technologies, System-

In-Package (SIP) approach overcomes formidable inte-

gration barriers by the integration of conventional ASIC

and memory technologies using existing, individually op-

timized ICs. Therefore, memory and logic can be inte-

grated at lower cost and reduced size. Based on this con-

cept, we built a new generation of FPMCM, FPMCM

III, which integrates large-scale FPGA and multi-banked

DRAM in a package to provide high band-width for mem-

ory access. FPMCM III is the �rst multi-chip module

integrating FPGA and DRAM using chip-on-chip tech-

nology. At the same time, we have developed and demon-

strated a high-performance, bit-serial synthesis system for

large scale adaptive computing systems using the FPM-

CMs.

Section 2 introduces our innovative chip-on-chip mod-

ule, which includes one FPGA and four SGRAM chips.

Section 3 describes the prototyping board for this mod-

ule, its architecture and physical design issues. Section 4

describes our design environment and compilation tool

for the multi-chip module. Section 5 concludes the paper

with some remarks.

II. Chip-On-Chip Module

To meet the demand for a large amount of memory

in �eld-programmable systems, an innovative multi-chip

module, FPMCM III, was built using chip-on-chip tech-

nology.

A. Module Architecture

Figure 1 illustrates the architecture of the chip-on-

chip module. Each module consists of one ORCA 3T125

FPGA (186K equivalent gates) and four 1MB Micron



SGRAM chips. Before we designed the connection be-

tween FPGA and SGRAMs, we studied the implementa-

tion of the internal memory controller. There are three

possible ways to connect the FPGA and memory: (1)

Connect each SGRAM to the FPGA, which requires four

internal memory controllers; (2) reorganize SGRAMs into

two banks, which requires two memory controllers and

some long wires inside the FPGA; (3) group all SGRAMs

into one bank, which requires only one memory controller,

but a large number of global interconnections. We exam-

ined the area eÆciency of each implementation. Although

the independent memory controller approach consumes a

little more chip area, simpli�es the memory access and

reduces the global interconnection inside the FPGA.
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Fig. 1. Chip-on-chip (COC) module architecture. There are one

ORCA 3T/125 FPGA and four SGRAM chips in the module. The

SGRAMs have been ip-chip mounted on the FPGA. The FPGA

can access the four SGRAMs independently and simultaneously.

Four pre-designed memory controllers can be downloaded to the

FPGA when the modules are powered up. Each module has one

64-bit bus to the main datapath and 2 64-bit buses to adjacent

COC modules.

The SGRAMs are connected to the FPGA in a star ar-

chitecture with a 32-bit datapath. There are two 64-bit

buses connected to adjacent chip-on-chip modules. This

architecture can easily achieve parallel and pipeline com-

putation. In addition, a 64-bit bus is connected to the

main datapath, providing high bandwidth communica-

tion between the chip-on-chip module and the system con-

troller.

Figure 2 illustrates the pin assignment of the module,

where pins of the FPGA have been divided into eight

groups, and pins in each group match half of the pins of

one SGRAM.

B. Physical Design

The chip-on-chip technology was developed at Bell

Labs, Lucent Technologies [LFO97], initially for a three-

chip module consisting of one AT&T DSP-1610 digital sig-

nal processor chip and two 256K SRAM chips[TFH+95].

Figure 3 illustrates chip-on-chip technology. Surface

chips (Micron 1MB SGRAM) are ipped on the sub-

strate chip (ORCA 3T125 FPGA) with evaporated solder

bumps. IO redistribution layers are added on the surface
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Fig. 2. Pins of FPGA have been divided into eight groups, and

the pins in each group match half of the pins of one SGRAM chip.

of each chip. Three additional layers, two on the FPGA

and one on the SGRAM, are used to route the connec-

tions. The IO redistribution was made on the SGRAM,

as illustrated in Figure 4(b). Eighty-four pads of the

SGRAM are selected to connect to the solder bumps. To

provide more mechanical strength and thermal contact,

nine extra solder bumps were built between the FPGA

and SGRAM.

Flip chip

ORCA 3T125 FPGA
as substrate

1MB Micron SGRAM die

Fig. 3. The FPMCM III is formed by chip-on-chip technology.

Four SGRAM dies are ipped on a 3T125 FPGA to achieve high

bandwidth and high density.

Figure 4(a) is the layout of additional layers on the

FPGA. Two mental layers were used to route the solder

joints to the pads of FPGA. The memory chips are treated

as surface components whereas the logic chip is considered

as a virtual substrate. Its bondpads are each treated as

a single-pin bottom surface component. With this ap-

proach, we are able to route over 95% of the connections

with the automatic router and the rest are easily routed

manually. The routing result illustrates that the connec-

tions are well distributed on the FPGA dies, which means

the selection of module architecture and pin assignment

are good.

The thickness of the SGRAM die is about 12.0 mils, the

diameter of the bump is about 8 mils, and the thickness

of all other added layers is less than 1 mil. So the height

of the module is about 21 mils more than the original

FPGA die. It is possible for us to put this chip-on-chip
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Fig. 4. Module layout (a) and IO re-distribution on the SGRAM

side (b).

module into standard package to reduce the engineering

cost. We selected a 600-pin EBGA package to maximize

the number of user IOs. Table.I gives some features of the

FPMCM III module. There are 452 user IOs, 212 of which

are reserved for the internal SGRAMs. The estimated

speed of this module is 100MHz.

FPMCM III

Total chips 5

System gates 186K

Memory size 4MByte

User IO 452

Substrate area 144 sq mm (FPGA die size)

Package 600-pin EBGA

Speed 100MHz

TABLE I

Features of FPMCM III module

C. Further Improvement

Packaging limits the chip-on-chip module in many ways,

like cost-e�ectiveness, area-eÆciency, and heat dissipa-

tion. The cost of custom-designed packages is one of the

major parts of engineering cost in the multi-chip mod-

ule design process. When the chip is packaged, it might

occupy an order of magnitude more board area than the

bare die. For example, the ORCA 3T/125 bare die is

1.2cm x 1.2cm, while the package is 4.5cm x 4.5cm. This

increase lowers the area-eÆciency and causes some rout-

ing diÆculties for the board design. This large package

also prohibits the module from �tting into small cards,

like the PCMCIA card. Package is also an obstacle for

heat dissipation, which limits the clock frequency of the

module, for its power consumption depends on the speed.

All these problems can be solved by introducing double-

ip technology, which is illustrated in Figure 5. In our

case, the memory chips are ipped on the substrate chip

with ip-chip technology. Then the module will be ipped

on the board without packaging. This technology greatly

reduces the area occupied by the chip and signi�cantly

improve the speed when the heat sinks are attached to

the dies.

Chip-on-chip module use
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Fig. 5. The chip-on-chip module is ipped on the board without

packaging. Solder joints are used to make the contact between the

substrate chip and the board. Heat sink materials are put on both

sides of the module to enhance the module's thermal dissipation.

Flip-chip technology makes high bandwidth communi-

cation between logic chips and memory chips possible,

but commercial FPGAs and memories are not designed

for multi-chip module technology. There is a mismatch

between the ability of perimeter bonds to provide IO and

the propensity of logic to demand it.

In our multi-chip module, many IOs are not connected

to external pins and are not exposed to the Electro-Static

Discharge (ESD). These protections become redundant

and degrade the performance.

Area IO[MDRD95] provides a way to eliminate the IO

bottleneck of FPGA and reduce the work of IO redistri-

bution in the MCM design process. FPGAs and DRAMs

are naturally �t in the area IO architecture since their

block or array structure. When the ESD protections are

completely or partially removed, less power consumption,

less chip area, and higher clock frequency could be antic-

ipated.

III. PCI Board with COC Modules

To implement the chip-on-chip module in some real ap-

plications and to test its eÆciency, a test vehicle has been

built.

A. Board Architecture

We have designed and fabricated a PCI plug-in board

which contains four chip-on-chip modules. The board ar-

chitecture is illustrated in Figure 6. Four chip-on-chip

modules are connected in a mesh architecture. Each mod-

ule can talk to adjacent modules with a 64-bit bandwidth

direct connection. All modules share a 64-bit bus to com-

municate with the system controller, a SUN microSPARC

controller. This controller is also used as the PCI interface

to a host computer. An ORCA 3T/30 FPGA is used as



a con�guration controller. It obtains the program from

main datapath and sends to the COC module through

the slave-parallel con�guration path. The program for

the microSPARC controller and ORCA 3T/30 are stored

in two 4Mbit ash memory chips. A Pentium II based

PC is used as the host computer to control the operation

of the board.
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Fig. 6. Board Architecture and datapath speci�cation

Before we laid out this board, we studied the power

consumption of each component on it. Table.II represents

the worst-case power consumption of each part at the fre-

quency of 100MHz. We �nd that the power dissipation is

mainly in the multi-chip modules, about 6W each in the

worst case. The microSPARC controller will consume up

to 4W power. The total power consumption is more than

the PCI bus can supply, which is about 25W in the 3.3V

PCI environment. To put the system on the safe side, we

decided to add an external power supply on the board,

instead of using the PCI bus. This power connector can

provide up to 40W, which will satisfy the power demand

even for maximum utilization of the multi-chip modules.

Component Quantity Power Consumption

SGRAM 16 <800mW

3T/125 4 <2.8W

3T/30 1 <0.9W

microSPARC 1 <4.0W

Flash Memory 2 <0.06W

Total { 29.02W

TABLE II

Power estimation for the FPMCM board.

A programmable phase lock loop (PLL) and a 50MHz

oscillator were put on the board to achieve di�erent sys-

tem clock frequencies. When the PCI bus clock is selected

to input to the PLL, the output clock frequency could be

33MHz or 66MHz, dependent on the program of the PLL.

If the oscillator is selected to input to the PLL, the system

could run at 100MHz.

B. Physical Design

Figures 7 and 8 illustrate the board layout and oor-

plan, respectively. Eight routing layers are used to route

the connections. Though this board contains 3.3V compo-

nents and 5V components, the 5V power supply does not

occupy a full routing layer, but was designed to share rout-

ing layers with other signals for economic reason. Since

this board is for prototyping, the size is not the main

constraint. Right now the board is 11 inches by 6 inches,

which can not �t into the case of regular PCs. The main

reason for this huge size is that we put BGA sockets on

the board instead of mounting the multi-chip modules on

the board directly. The test ports also occupy some space

and contribute to routing diÆculty. We expect a board

with the size of about 7 inch by 4.5 inch which can per-

fectly �t into the PC when all debugging components are

removed.

Fig. 7. Board Layout
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IV. Design Environment for FPMCM-III

We have developed the design environment to enable

the users to implement their applications on FPMCM-

III in a simple and fast way. The design environment

is equipped with features including visual or C++ de-



sign entry and bit-serial datapath simulation and synthe-

sis system. Figure 9 shows the design ow in our design

environment.
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Fig. 9. Hardware software co-design ow in the FPMCM design

environment.

A. Visual or C++ Design Entry

The users can specify their design either as a signal

ow graph using visual programming interface or as a

C++ description with the provided classes. We expanded

a visual programming tool, Cantata[YAK95], to support

hardware software co-design. Cantata is a tool integrated

in Khoros[KR94] which is a common design environment

among image processing system designers. The users can

describe their design in a form of signal ow graph by

selecting glyphs from our libraries and connecting them.

This tool generates a C++ description of the whole sys-

tem including hardware, software, and interfaces from a

given signal ow graph.

The C++ description speci�es the behavior of recon-

�gurable hardware on FPMCM, data transfers between

FPMCM and host, and software program for the host.

The core of the C++ program as a design entry is the

hardware description. For hardware design, we pro-

void datapth() {

vector<fix> inpix(9, fix(8));

// bitwidth of inpix is 8 bit,

vector<fix> sum(9, fix(32));

// bitwidth of sum is 32 bit,

vector<fix> tmp(9, fix(33));

// bitwidth of tmp is 33 bit,

sum[0] = inpix[0] * coeff[0];

for (int i = 1; i < 9; i++) {

tmp[i-1] = inpix[i] * coeff[i];

tmp[i-1] = inpix[i];

sum[i] = sum[i-1] + tmp[i-1];

}

}

Fig. 10. An example of C++ design entry

vide class libraries, such as a �xed-point class with bit-

precision speci�cation. Figure 10 shows an example of

a C++ description of a datapath to be implemented on

the FPMCM. In the example in Figure 10, the �xed-point

class, called fix, is used to describe variables.

The �xed-point class, fix supports the variable-

precision computation. The bit-width of each variable is

speci�ed as an argument of constructor of fix. The func-

tions of the hardware are described as overloaded opera-

tions such as \+" or \*". With this operation overloading

feature of C++, the users can describe their design in the

same way used in algorithm description. Because C++ is

an object-oriented language, the implementation of those

classes are hidden, and the designers only need to include

header �les into their design and link their programs with

the provided libraries. These libraries are also managed

by the library manager so that the designers can add new

classes and components.

B. Bit-serial Datapath Simulation and Synthesis System

An application program in C++ is compiled and linked

to the provided class library. Each class has a simulation

kernel and a circuit-generation kernel as the implemen-

tation of the class. The application program is compiled

into a simulator or a circuit generator by linking to the

simulation kernel or the circuit-generation kernel, respec-

tively.

The simulation kernel enables the simulation of a given

design. We have implemented a cycle-based simulation

kernel for fix class. With this feature, the designer can

simulate their design at an algorithm level rather than a

gate level or lower levels, resulting in faster simulations.

The circuit-generation kernel synthesizes a bit-serial

datapath by mapping the data ow in the design to bit-

serial datapath on FPGA. We have investigated the ad-

vantage of bit-serial architecture on the recon�gurable



hardware[ID95]. Bit-serial architectures has signi�cant

advantages over bit-parallel architecture in the following

aspects: (1) high clock frequency achieved by the reduc-

tion of routing delay, (2) high throughput, (3) ease of

placement and routing, (4) scalability in routing resource

requirement, and (5) suitable to computation in variable

precision. The circuit generator synthesizes the signal

ow graph onto eÆcient bit-serial datapath by mapping

the operations in data ow to manually-optimized bit-

serial components and connecting all of the components

according to data ow in the user-speci�ed behavioral de-

scription.

After the circuit generation, the synthesized bit-serial

circuit is partitioned to �t in our FPMCM architecture.

Because of locality of connection in bit-serial circuits, they

do not require a complex algorithm for the partitioning.

We employ a recursive 2-way partition algorithm[Iss96].

The generated netlists are placed, routed, and down-

loaded by the Lucent design tool[Inc99]. The con�gura-

tion and execution process is controlled by the host pro-

gram.

V. Summary

Integration of �eld-programmable logic devices and

DRAM is a challenging problem in VLSI design. System-

In-Package (SIP) provides a cost-e�ective solution for this

problem. Our FPMCM III module demonstrates chip-

on-chip packaging technology and leads to a solution for

large scale embedded memory integration. The design

environment based on bit-serial synthesis system could

enhance the performance of adaptive computing systems

using FPMCMs. In order to improve the performance

of FPMCMs further, double-ip technology and custom

designed FPGA and DRAM with area IO should be ad-

dressed.
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