
Abstract
The problem of checking the equivalence of combina-

tional circuits is of key significance in the verification of
digital circuits. In recent years, several approaches have
been proposed for solving this problem. Still, the hardness
of the problem and the ever-growing complexity of logic
circuits motivates studying and developing alternative
solutions. In this paper we study the application of Bool-
ean Satisfiability (SAT) algorithms for solving the Combi-
national Equivalence Checking (CEC) problem. Although
existing SAT algorithms are in general ineffective for solv-
ing CEC, in this paper we show how to improve SAT algo-
rithms by extending and applying Recursive Learning
techniques to the analysis of instances of SAT. This in turn
provides a new alternative and competitive approach for
solving CEC. Preliminary experimental results indicate
that the proposed improved SAT algorithm can be useful
for a large variety of instances of CEC, in particular when
compared with pure BDD-based approaches.

1. Introduction

The problem of checking the equivalence of combina-
tional circuits is of key significance in the verification of
digital circuits, and has been the subject of significant con-
tributions in recent years. As a result, several approaches
have been proposed for solving theCombinational Equiv-
alence Checking (CEC) problem. These approaches can be
characterized as being structure-based [3, 9, 20], function-
based [12], or a mix of the two [6, 8, 17]1. Structure-based
approaches can either use ATPG algorithms [3], or recur-
sive learning [9, 10], whereas mixed approaches use struc-
tural information, Reduced Ordered Binary Decision
Diagrams (ROBDDs) and, in some cases, different forms
of learning [6, 17]. Approaches that relate and substitute
internal circuit nodes can exhibit thefalse negative prob-
lem [2], i.e. declaring two circuits not equivalent when
they are in fact equivalent. Different techniques have been
proposed for handling the false negative problem [9, 13].
Despite the recent improvements for solving the CEC
problem, its computational hardness and the ever-growing
complexity of logic circuits motivates studying, develop-
ing and evaluating new alternative algorithmic solutions.

In this paper we study the application of Boolean Satis-

1. Huang and Cheng [5] provide an alternative taxonomy, that dis-
tinguishes between incremental and symbolic approaches.

fiability (SAT) algorithms to equivalence checking. As
will be shown below, even the most efficient SAT algo-
rithms can in general be inadequate for CEC. Hence, we
proposed to improve existing SAT algorithms with new
techniques, that are suitable for solving combinational
equivalence checking, and which may also be applicable
to other problem domains. In particular, in this paper we
describe how to extend recursive learning to solving Bool-
ean Satisfiability. One practical consequence is that the
resulting SAT algorithms are competitive for equivalence
checking. Another consequence is that recursive learning
becomes applicable to other problem domains. We should
also note that the recursive learning procedure proposed in
this paper is strictly stronger than the original algorithm
[10], since it learns and recordsclauses, in contrast with
the original recursive learning procedure, which is only
targeted at learningnecessary assignments. If recursive
learning is used in the context of search, the ability to
record clauses can become a significant advantage.

Besides describing the extended recursive learning pro-
cedure, we detail its integration into an existing SAT
algorithm [13], which includes other effective pruning
techniques, and experimentally validate this new algo-
rithm on a large number of combinational equivalence
checking instances.

The paper is organized as follows. Section 2 introduces
a few definitions used throughout the paper. Afterwards,
we briefly review the organization of a SAT algorithm and,
in Section 4, we show how to extend recursive learning to
CNF formulas. Section 5 briefly describes different com-
binational equivalence checking strategies. Next, in
Section 6 we provide experimental evidence supporting
the utilization of SAT algorithms in CEC. Section 7 con-
cludes the paper.

2. Preliminaries

The Conjunctive Normal Form (CNF) formula of a
combinational circuit is the conjunction of the CNF for-
mulas for each gate output, where the CNF formula of
each gate denotes the valid input-output assignments to
the gate. (The derivation of the CNF formulas for simple
gates can be found for example in [11].) If we view a CNF
formula as a set of clauses, the CNF formulaϕ for the cir-
cuit is defined by the set union (or the conjunction) of the
CNF formulas for each gate. Hence, given a combina-
tional circuit it is straightforward to create the CNF for-
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ferent organizations of SAT algorithms can be modeled by
this generic algorithm. Currently, all of the most efficient
SAT algorithms implement a number of the following key
properties:
1. The analysis of conflicts can be used for implementing

Non-Chronological Backtracking search strategies.
Hence, assignment selections that are deemed irrelevant
can be skipped during the search [1, 13, 21].

2. The analysis of conflicts can also be used for identifying
and recording new clauses that denote implicates of the
Boolean function associated with the CNF formula.
Clause Recording plays a key role in recent SAT algo-
rithms, but in most cases large recorded clauses are
eventually deleted [1, 13].

3. Other techniques have been developed.Relevance-
Based Learning[1] extends the life-span of large
recorded clauses that will eventually be deleted.Con-
flict-Induced Necessary Assignments[13] denote
assignments of variables which are necessary for pre-
venting a given conflict from occurring again during the
search.
Before running the SAT algorithm, different forms of

preprocessing can be applied [13]. This in general is
denoted by aPreprocess()  function that is executed
before invoking the search process.

4. The Recursive Learning Procedure

In this section we describe how to extend recursive
learning [10] for CNF formulas. We start by briefly
reviewing the basic reasoning principle supporting recur-
sive learning and illustrate how it can be applied in solving
instances of SAT. We then describe the changes to the
basic backtrack search SAT algorithm so that it incorpo-
rates recursive learning.

Let us consider the example circuit of Figure 2. Further,
let us assume that our goal is to justify the objective

. As a result, it is immediate to conclude that the
assignments  are required.
Assuming thatv andu are primary inputs we only need to
consistently justify the assignment to nodey. In order to do
this we resort to recursive learning with depth 2 [10].

Figure 2: Example circuit
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mula for the circuit as well as the CNF formula for
proving propositional properties of the circuit [11].

SAT algorithms operate on CNF formulas, and conse-
quently can readily be applied to solving instances of SAT
associated with combinational circuits. For example, the
miter2 [3] structure can be readily mapped into a CNF for-
mula and be solved with any SAT package.

3. Boolean Satisfiability Algorithms

Boolean Satisfiability algorithms find many applica-
tions in Electronic Design Automation, that include test
pattern generation [11, 19], delay-fault testing and circuit
delay computation. The recent utilization of SAT algo-
rithms for solving different problems in EDA has been
mostly motivated by the work of T. Larrabee on circuit
testing [11]. Besides the above applications, another
potential application of SAT is combinational equivalence
checking [20]. The overall organization of a generic SAT
algorithm is shown in Figure 1. This SAT algorithm cap-
tures the organization of several of the most competitive
algorithms [1, 4, 13, 19, 21]. (See [13] for a more detailed
description of the organization of a SAT algorithm.)

The algorithm conducts a search through the space of
the possible assignments to the problem instance variables.
At each stage of the search, a variable assignment is
selected with theDecide()  function. A decision leveld is
associated with each selection of an assignment. Implied
necessary assignments are identified with theDeduce()
function, which in most cases corresponds to straightfor-
ward derivation of implications [13]. Whenever a clause
becomes unsatisfied theDeduce()  function returns a con-
flict indication which is then analyzed using theDiag-
nose()  function. The diagnosis of a given conflict returns
a backtracking decision level , which denotes the deci-
sion level to which the search process is required to back-
track to. TheErase()  function clears implied assigned
variables that result from each assignment selection. Dif-

2. Given two copies of a combinational circuit, amiter is defined as
the OR of the XOR of each pair of primary outputs, and where the
set of primary inputs of the two circuits are the same.

// Input arg: Current decision level d
// Output arg: Backtrack decision level
// Return value: SATISFIABLE or UNSATISFIABLE
//
SAT ( d, & )
{

if  (Decide ( d) != DECISION)
return  SATISFIABLE;

while (TRUE) {
if  (Deduce ( d) != CONFLICT) {

if  (SAT ( d + 1, ) == SATISFIABLE)
return  SATISFIABLE;

else if ( != d || d == 0) {
Erase ( d); return  UNSATISFIABLE;

}
}
if  (Diagnose ( d, ) == CONFLICT) {

return  UNSATISFIABLE;
}

}
}
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Figure 1: Generic backtrack search SAT algorithm
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For  the first justification to be considered is
. The possible justifications for this assignment are

either  or . Considering the justification
, the assignment  is implied. The same

implication results when considering the justification
. Hence, we can conclude that the assignment
 implies the assignment . From the initial

recursion, the remaining justification for  is .
The possible justifications for  are either  or

. Considering each justification individually yields
once more the assignment . Since this assignment is
implied for any justification of , we can then con-
clude that the assignment  implies the assignment

 if consistent assignments are to be identified for
the circuit nodes.

The same reasoning that is used for implementing
recursive learning in combinational circuits can naturally
be extended to clauses in CNF formulas. Indeed, for any
clause to be satisfied at least one of the yet unassigned lit-
eralsmust be assigned value 1. Recursive learning on CNF
formulas consists of studying the different ways of satisfy-
ing a given selected clause and identifying common
assignments, which are then deemednecessary for the
clause to become satisfied and consequently for the
instance of SAT to be satisfiable. Clearly, and because con-
flict diagnosis can also be implemented, each identified
assignment needs to be adequatelyexplained. Conse-
quently, with each identified assignment a clause that
describeswhy the assignment is necessary is created. Let
us consider the example CNF formula of Figure 3. In order
to satisfy clauseω3, either  or . Considering
each assignment separately leads to the implied assign-
ment ; for  due to  and for  due to

. Hence, the assignment  is necessary if the CNF
formula is to be satisfied. One sufficient explanation for
this implied assignment is given by the logical implication

, which can be repre-
sented in clausal form as . Consequently, this
clause represents a newimplicate of the Boolean function
associated with the CNF formula and so it can be added to
the CNF formula. This new clause also implies the assign-
ment  as long as  and , as intended.
As with recursive learning for combinational circuits,
recursive learning for CNF formulas can be generalized to
any recursion depth.

In backtrack search SAT algorithms, recursive learning
can be implemented as part of thePreprocess()  func-
tion or as part of theDeduce()  function. First, during pre-
processing, each variable is assigned both logic values and
implied assignments are identified each time. Second,
either during the search or as part of preprocessing,
clauses with literals set to 0 are analyzed by evaluating the
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Figure 3: Recursive learning on clauses
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consequences of each assignment that satisfies the clause.
Assignments common to all clause justifications are
deemed necessary. This procedure is iteratively applied to
clauses with literals assigned value 0 as a result of the
most recent implication sequence. Finally, for either pre-
processing or deduction, this process is repeated at each
recursion depth. Observe that at each step, each identified
necessary assignment is associated with a newly created
clause, that corresponds to a sufficientexplanation for the
assignment to be necessary.

Observe that our proposed recursive learning procedure
derives andrecords implicates of the function associated
with the CNF formula. Clearly, these implicates prevent
repeated derivation of the same assignments during the
subsequent search. In contrast, the recursive learning pro-
cedure developed for combinational circuits only records
necessary assignments [10]. Hence, when used as part of a
search algorithm, the recursive learning procedure of [10]
may eventually re-derive some of the already derived nec-
essary assignments.

A more detailed description of utilizing recursive learn-
ing within SAT algorithms, as well as preliminary experi-
mental results for instances of SAT, can be found in [14].

5. Equivalence Checking Framework

Different SAT-based approaches can be envisioned,
either as complete algorithms or as a component of an
incremental strategy for solving CEC:
1. First, create a miter for the circuit, and map the circuit

into a CNF formula. Then invoke the SAT algorithm,
trying to satisfy the (single) primary output to 1.

2. Run a BDD-based algorithm with a limit on the amount
of allowed memory. Afterwards, run the SAT algorithm
for each instance the BDD-based algorithm was unable
to conclude.
As described in [5, 17] other approaches could also be

used. We have implemented the above two approaches.
The BDD-based algorithm followed by the SAT algorithm
is by far the most competitive, even when a general-pur-
pose non-optimized BDD package is used. Nevertheless,
and interestingly, the SAT algorithm is by itself able to
solve a very large set of practical instances of CEC. Even
more interestingly, we provide strong evidence that by
being restrictive in the amount of memory used by the
BDD algorithm, one can get better CPU times.

We have implemented a new SAT algorithm,
GRASP_RL, built on top of a publicly available SAT algo-
rithm, GRASP [13]. For the results presented in this paper,
GRASP-RL, is organized as follows:
1. Preprocess the CNF formula using depth 1 recursive

learning for CNF formulas.
2. Search for a solution. Clauses of size no greater than 80

can be recorded.
Unless otherwise stated, the recursive learning is only

applied as a preprocessing step, since it can be too time-
consuming during the search to be executed at each deci-
sion step. After preprocessing, GRASP is run. Neverthe-



less, we note that in GRASP-RL recursive learning can be
applied ateach level of the decision tree.

6. Experimental Results

In this section, different algorithms for solving CEC are
evaluated. Given the number of tools compared, different
architectures were used. The CPU times presented corre-
spond to approximately the equivalent times on a PII 266
MHz Linux machine with 128 MByte of physical memory.
Some experiments were conducted on a SUN Ultra 170
workstation with 384 MByte of physical memory, and the
run times were scaled accordingly.

In order to evaluate the different SAT algorithms, we
start by analyzing the ISCAS’85 miters [9]. The results are
shown in Table 1. For each algorithm and for each
instance, the allowed CPU time was 2,500 seconds3.
Moreover, in this experiment GRASP-RL was run with
recursive learning of depth 1 at each level in the decision
tree. A first conclusion is that the most efficient SAT algo-
rithms, including REL_SAT [1], SATO [21] and
GRASP [13] are in general inadequate for solving
instances of CEC. In contrast, by including recursive
learning, GRASP-RL is able to solveall instances in rea-
sonable amounts of CPU times. Another interesting result,
is that the other features of efficient SAT algorithms,
including non-chronological backtracking, actually occur
while solving instances of CEC. As can be observed, the
number of non-chronological backtracks (#NCB) can be a
significant percentage of the overall number of backtracks
(#B). Moreover, the value of thelargest backjump in the
decision tree (LJ) can be significant, thus justifying using
conflict diagnosis techniques in combinational equiva-
lence checking.

3. Instances that abort and terminate with a CPU time less than
2,500 seconds result from other computational resources being
exceeded, in most cases the allowed number of recorded clauses.

a. SATO [21] gives an error for this instance.

Class Circuit
rel_sat sato grasp grasp-rl

time #B #NCB LJ
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C432 1.4 11.7 2.1 1.4 8 1 2

C499 19.5 > 2,500 > 176.0 3.4 0 — —

C1355 > 2,500 > 2,500 > 2,500 9.0 0 — —

C1908 > 2,500 > 2,500 394.247.4 5 1 4

C2670 > 2,500 > 2,500 991.928.2 19 13 8

C3540 > 2,500 631.3 > 2,500 2,003 3,727 961 22

C5315 > 2,500 > 2,500 > 493.8222.7 618 352 109

C6288 > 2,500 > 2,500 > 346.454.8 0 — —

C7552 > 2,500 > 2,500 > 2,4001,062 592 290 62
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C1908 > 2,500 0.34 258.9 47.5 0 — —

C2670 0.2 > 2,500 11.9 29.3 0 — —

C3540 24.8 N/Aa > 2,013 317.8 761 205 10

C5315 > 2,500 > 2,500 35.5 135.1 413 210 35

C7552 2,409 > 2,500 95.7 735.6 0 — —

Table 1: Results for the ISCAS miters using SAT algorithms

Besides the ISCAS’85 benchmarks, we also experi-
mented with a large set of industrial equivalence checking
instances4. Statistical data regarding these instances of
CEC is shown in Table 2. Observe that each instance
already denotes a miter [3]; hence the number of primary
outputs is necessarily 1.

6.1. Results with BDD Packages

For the industrial instances, the results of using plain
BDD packages with different amounts of allowed physical
memory are shown in Table 3. For this experiment we uti-
lized the BDD packages from SIS [18] (the CMU pack-
age), from T. U. Eindhoven (TUE_BDD) [7] and from
University of Colorado (CUDD) [16]. For SIS and
TUE_BDD, the default options were used. For the SIS
BDD package, almost 10% of the instances are aborted
even for large amounts of allowed memory. This in turn
leads to increasing running times, with no observable
improvements in the number of solved instances. More-
over, the TUE_BDD package is slower and requires more
memory than SIS for these instances. For the CUDD pack-
age, dynamic ordering based on sifting was chosen, since
for the default static orderingall instances were aborted
(with 64 MByte of memory). With dynamic ordering this
package becomes significantly slower, even though it is
now able to solve all instances but five, provided the
allowed memory is greater than or equal to 32 MByte.

6.2. Results with SAT Algorithms

We also ran several of the most efficient SAT algo-
rithms on the industrial CEC instances. The obtained
experimental results are shown in Table 4. For each bench-
mark the maximum allowed CPU time was 2,000 CPU

4. These instances have been kindly provided by Siemens AG, and
represent parts of ASIC designs.

# of circuits Avg # inputs Avg # outputs Avg # gates

1,006 119.4 1 2,113.6

Table 2: Statistics for industry CEC benchmarks

memory
sis-bdd tue-bdd cudd

time #aborted time #aborted time #aborted

16 MByte 6,372 547 13,853 296 141,909 28

32 MByte 8,297 89 35,491 290 154,787 5

64 MByte 10,352 89 58,145 202 147,407 5

128 MByte 14,993 89 53,465 197 162,492 5

256 MByte 19,388 89 66,790 195 153,544 5

Table 3: Results for BDD packages (time in seconds)

SAT algorithm posit rel_sat sato grasp grasp-rl

# SAT 253 281 281 281 281

# UNSAT 32 49 501 604 725

# Aborted 721 676 224 121 0

Time (sec) 1,455,807 1,353,069 713,126 585,115 95,246

Table 4: Results for SAT algorithms



seconds, and the allowed memory was 64 MByte.
Instances not aborted can either be satisfiable (i.e. incor-
rect designs) or unsatisfiable (i.e. correct designs). From
the results we can conclude, as before for the ISCAS’85
miters, that state-of-the-art SAT algorithms, including
POSIT [4], REL_SAT [1], SATO [21] and GRASP [13]
are in general inadequate for equivalence checking. In
contrast, GRASP-RL, that applies recursive learning of
depth 1 as a preprocessing step, is able to solveall prob-
lem instances in a reasonable amount of time. Note that
even though GRASP-RL takes an order of magnitude
more time than the SIS BDD package, it solves every
instance whereas the SIS BDD package quits on 89
instances. In contrast, the run times of GRASP-RL are bet-
ter than those of the CUDD package, that aborts on one
instance. Besides GRASP-RL, of the other SAT algo-
rithms, the most promising are the original version of
GRASP and SATO. We note, however, that SATO [21]
implements the same techniques that are used in GRASP.

6.3. Memory-Limited CEC

Another experiment is to run a BDD package with a
limited amount of physical memory, and then run a SAT
algorithm on the aborted instances. The results for this
experiment, for different amounts of allowed memory, are
shown in Table 5. A first observation is that the ideal solu-
tion may not be to run a BDD package with a large amount
of allowed memory. Indeed, our results indicate that
smaller run times can be obtained by reducing the amount
of allowed memory while running the BDD package and
then running a SAT package on the aborted instances. In
our experiments, by allowing 32 MByte while running the
SIS BDD package, we are able to solve each instance on
average on 8.4 CPU seconds, in contrast with an average
of more than 17 CPU seconds required by the more robust
CUDD BDD package. This difference justifies utilizing
the SIS+GRASP_RL approach as part of incremental
structure-based CEC procedures [5].

7. Conclusions

In this paper we address the problem of solving combi-
national equivalence checking using Boolean Satisfiability
algorithms. For this purpose, a new dedicated SAT algo-
rithm that incorporates an extended recursive learning pro-
cedure for CNF formulas is described and has been
implemented. Preliminary experimental results clearly
indicate that SAT algorithms may be of practical use for
CEC, either as stand-alone tools or as part of an incremen-
tal strategy for equivalence checking [5]. Moreover, the
new SAT algorithm allows applying the recursive learning
technique to any problem domain where SAT can also be
used.

memory 16 Mbyte 32 Mbyte 64 Mbyte 128 Mbyte 256 Mbyte

sis+grasp-rl 51,483 8,418 10,473 15,114 19,509

Table 5: CPU times for SIS+GRASP-RL (in seconds)

Additional work involves studying the utilization of
other BDD-based algorithms for CEC [6, 8, 15] with SAT-
based approaches, targeting minimum CPU times and
reduced memory requirements. Moreover, evaluating
larger recursion depths for the recursive learning proce-
dure may provide useful insights.
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