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Abstract

A trace driven methodol ogyfor logic synthesis and opti-
mizationisproposed. Given alogicdescription of adigital
circuit C and an expected trace of input vectors 7, an
implementation of C that optimizes a cost function under
application of 7 is derived. This approach is effective
in capturing and utilizing the correlations that exist be-
tween input signals on an application specific design. The
ideais novel since it propose synthesis and optimization at
the logic level where the goal is to optimize the average
case rather than the worst case for a chosen cost metric.
This paper focuses on the development of algorithms for
trace driven optimization to minimize the switching power
in multi-level networks. The average net power reduction
(internal plus 1/0 power) obtained on a set of benchmark
FSMsis14%, whiletheaveragereductionininternal power
is25%. We also demonstratethat thel/O transition activity
provides an upper bound on the power reduction that can
be achieved by combinational logic synthesis.

1 Introduction

Logic synthesistools have traditionally been applied to
problems where the cost function used in optimization de-
pendsonly on the Bool ean function representing the circuit
to be implemented. This approach, of course, is appro-
priate for minimizing the area or longest path delay of a
circuit. However, there are certain cost criteriawhich can-
not be measured just by analysis of the Boolean function
denoting the circuit. This istypicaly the case when the
average case rather than the worst case cost is of inter-
est. One such example is switching power minimization
where it is well known that the correlations between sig-
nals have a profound impact on the switching activity of a
circuit. Another example is event driven logic smulation
where the speed of simulation is directly proportional to
the event activity within the circuit which is determined
by the correlations in the input stimulus. An even more
compelling exampl e is the approach used by computer ar-
chitects in designing a modern microprocessor. Given the
goa of improving the SPECmark performance of a pro-
cessor, al architectures are tuned to perform optimally for
the given instruction traces generated from the benchmark
suites. All three examples correspond to optimization of
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Figure 1: Thetwo implementationsof f = x3 + 25 - x3.

an average case cost function.

In this paper we propose a trace driven methodol ogy
for logic synthesis and optimization of Boolean circuits.
Given an initial logic description of adigital circuit C and
an expected trace of input vectors 7, an implementation
of C that optimizes a cost function with respect to 7 is
derived. This approach is effective in capturing and uti-
lizing the correlations that exist between input signals and
minimizes an average (or amortized) cost function rather
than a worst case cost function. This paper is devoted to
the case where the cost functionisto minimizethe average
switching activity of the circuit under the sequence. The
approach is mainly applicable to the combinational logic
of finite state networks, where capturing the correlations
between the state variables can play a significant role in
power minimization.

Consider the simple example of a Boolean function f
with on-set:

ON(f) = {2172 T3, 217213, £122T3, £122%3, T1L2L3}

The minimum area implementation is f = 1 + g1 with
g1 = x2-x3. A second implementationof fisf = x1+ g2
withg, = 77 - 22 - 23.

Consider the two traces 7; and 7> shown in Figure 1.
Assume momentarily that only the number of gate switches
is of concern, and the absolute power due to capacitance
loading are being ignored. The first implementation gener-
ates 41 switches while the second yields 37 switches under



trace 71. On the trace 7, the first circuit generates 30
switches while the second yields 35.

Now, assuming the input signals are uncorrelated, the
transition probabilities [10] for both traces are identical,
i.e, p(z1) = 0.5, p(x2) = 1.0, p(ng = 1.0. Thus, pre-
vious approaches described by Najm [10] or Iman and Pe-
dram [6] using signal and/or transition probabilities cannot
distinguish between the two traces. Hence, the same im-
plementation is selected for both traces. Our approach, in
contrast, differentiates between the two traces and aways
selects the desirable implementation.

It is awidely accepted that the only effective approach
to accurate power estimation isto performlogic simulation
to obtain the switching activity from which the switch-
ing power can be estimated. The main reason behind
this conclusion is the inaccuracy of the estimated power
using probabilistic or statistical techniques. Specifically
the correlations between the values on input signalswithin
a vector as well as across vectors cannot be captured by
existing probabilistic and statistical methods [9, 7]. Our
approach extends the use of the actual vectors employed
in power estimation to logic synthesis and optimization as
well, thus narrowing the discrepancy in estimated power
between analysis and synthesistool swhile providing room
for reduction in the power dissipation due to trace driven
optimization.

Past approaches have suggested techniques to account
for theeffectsof correlated inputs. Oneapproach to approx-
imating transition probabilitiesin the presence of correlated
inputsis suggested in [15]. Another approach relevant to
FSMsisthe derivation of the steady state probabilities(eg.
using the Chapman-Kolmogorov equations [16]). How-
ever, capturing accurate transition probabilities on the in-
puts of a combinational network (even augmented with
correlation values between pairs of inputs) still does not
easily alow the derivation of accurate transition probabili-
ties (and correl ations between signals) on internal nodes of
the network. Thisisthe major drawback we seek to rem-
edy using the trace-driven approach. All forms of signal
correlations are captured by this method. Of course, the
assumption required for successful application is that the
trace set be representative of the input values during actual
operation.

Thereisno apriori restriction on the length of the trace
set that isused in the proposed methodol ogy. Althoughitis
conceivabl e that the trace sets generated using a naive sim-
ulation based procedure may be represented by a smaller
trace set without much impact on the information essential
for logic optimization, our approach isonly marginally im-
pacted by large trace setsfor two reasons. (1) atrace setis
compactly represented as aset of vector pairs - each vector
pair has an associated frequency count of itsoccurrence in
the trace set, (2) the size of the trace set only impacts the
time for simulations needed during the logic optimization
algorithms. Most of these simulations are performed in a
pre-processing step and the running time can be improved
by employing state-of-the-art logic simulation techniques.
Nonetheless, trace driven synthesis can be performed with
traces which are produced by vector compaction tools: for
example, Tsui et al. [14] propose a technique with a com-
paction ratio of 100X while preserving most correlations.

2 Tracedriven logic optimization problem

The problem of trace driven logic optimization for mini-
mum switchingactivityis: Givenalogiccircuit represented
as a set of Boolean functions and a sequence of input vec-
tors, synthesize a circuit which dissipates minimum power
dueto switching activity under the application of the given
sequence.

The focus of our work is on reduction of the switching
power. We assume that the application of proper physical
design techniques will minimize the power dissipated due
to short-circuit and leakage currents. The switching power
is estimated using a zero-delay model during logic opti-
mization. Whilethe principal reasons guiding thisdecision
are the speed of the zero delay logic simulation versustim-
ing simulation and the lack of availability of good delay
models at the technology independent stage of logic syn-
thesis, any other model that accounts for glitch occurrence
may be utilized. At the technology independent level we
account for the fanout of each gate as well as the size of
the gate by using a decomposition into two-input gates.
The accuracy of the model is verified by reporting results
for the power dissipation obtained by running timing sim-
ulation using delays and capacitance loads obtained after
technology mapping of the synthesize circuits.

B" istheset of all vertices(or vectors) inthen-dimensiona
Boolean space. A trace 7 = {v1, vy, ..., vy} of dimension
n is an ordered sequence of vectors in B”. Every input
either has value 0 or 1 in each vector in atrace. A switch
occurs when the value of f changes from0Oto1 or 1toO.
The switching activity of f under 7 isdeduced by consid-
ering pairs of vectors. Let Py denote the set of pairs of

adjacent vectorsof 7, i.e,
Pr = {(vi,vj) | v; € T, v; € T,i: 1,.,L-1 5= Z—l—l}

Associated with each element (v;,v;) € Pr isthe fre-
quency of occurrence of v; and v; as successive vectorsin

T, denoted fT(vZ’, vj).

Ti T2 Ts
vector | zi1xox3T4 T1T2T3T4 L1234
vl 0000O0 0111 1111
v 0001 1001 0000O0
v3 0010 0111 1111
Vg 0011 1001 0000O0
Vs 0100 0111 1111
Ve 0101 1001 0000O0
v7 0110 0111 1111
vg 0111 1001 0000O0
Vg 1000 0111 1111
V10 1001 1001 0000O0

Table 1: Example traces

As an example, consider the three traces shown in Ta
ble 1. We have:

Pr, = {(0000,0001),(0001,0010), (0010,0011),
(0011, 0100), (0100, 0101), (0101, 0110),
(0110, 0111), (0111, 1000), (1000, 1010) }

Pr, = {(0111,1001),(1001,0111)}

Pr, = {(0000,1111),(1111,0000)}



Suppose we wish to calcul ate the switching activity of a
gate g = x5 - 3 on each of the traces. Define

Prl9) = {(vi,v5) | (v, v5) € Pr Aglvi) # g(vj)}

and
fg’ = z(v,,vj)EPT(g) fT(via v])

For the example, wehave 77 = 2, 7 = 9,and 77, = 9,
each of which denotes exactly the switching activity of ¢
under the respective trace set. The switching activity of an
input variable = isobtained by setting ¢ = = in the above
formulae.

Thekey transformation performed by theformul aeabove
istherepresentation of all theinformation of atrace needed
for cal culating the switching power by aset of vectorspairs,
each associated with a count of thefrequency of occurrence
of the vector pair inthetrace. Thisrepresentation of atrace
by a set of vector pairs is critical in the formulation and
implementation of the algorithms for exact and heuristic
two-level logic minimization and heuristics for multi-level
logic optimization algorithms for decomposition and fac-
torization.

3 Tracedriven two-level minimization

In this section we address the problem of synthesis of
atwo-level logic circuit for a Boolean function with mini-
mum power dissipation for a given trace. We first provide
an exact formulation of the two-level covering problem for
minimum power dissipation and then describe a heuristic
procedure to allow the solution of larger problems. Asal-
ready indicated by the example of Figure 1, the minimum
power cover may contain non-prime implicants. The cost
of an implicant is computed according to the following
definition:
Definition 3.1 Given trace 7 = {v1,v2,...,vr} and an
implicant g = @1 - 22 - ... - g of f, the power cost of ¢
under 7, denoted Wi (g), is

Wr(q) = ZSA7(q) + OSA7(q) 1)

with:
OSA7(q) = 05 Cloqa-Viy - T (2)
ISAT(9) = Z4,e405-Coy -V -F3r (3

The term OS A7 (¢q) represent the power dissipation due
to the output switching activity of a gate ¢, implementing
q. Cioqq 1S the output load capacitance o? gq and Vg is
the supply voltage. Since thereisan output transition only
if g4(vi) # 94(vit1), OSA7(g) sums the output power
dissipation due to the entire trace 7. Similarly, the term
IS A7 (q) isthe sum of the contributionsto the total power
dissipation due to the switching activity on each gate input
zj, with capacitance C;,. Notice that ZS.A7(¢) can be
computed by simply observing theinput trace and using the
inputsthat appear in ¢ regardless of the specific function f.

Given the trace 7, the power cost of acover Q of f,is
given by

Wr(Q) = > Wr(q)

q€Q

Thus we have the typical logic minimization problem:
Given a Boolean function f and a trace 7, find the cover
Q7 of f which has the minimum power cost Wr(Q). A
minimum cover is denoted Q%-.

Following [1, 13], a minimum-weight unate covering
problem (UCP) is solved using Wr(q¢) as the cost of each
implicant ¢. In the case of trace driven two-level power
minimization a minimum cover may contain an implicant
which is not a prime. Since it is practicaly infeasible to
solve the problem considering the set Z of al the impli-
cants 1, one wishes to identify aset Z5 C 7 of implicants
sufficient to find a minimum cover. Z7 istermed the set of
candidate implicants.

The following definitionsidentify which implicants are
elements of Z7-. Animplicant ¢ isdominated by an impli-
cant ¢ if for every minimum cover which contains ¢ there
is another minimum cover which contains §. From Def-
inition 3.1 it follows that an implicant ¢ is dominated by
another implicant § if ¢ C § and Wy (q) > W1 (§) Given
afunction f and an input trace 7, a candidate implicant
isanimplicant of f that isnot dominated by another impli-
cant.

3.1 Generation of candidate implicants

An exact algorithm to generate 77 is presented in this
section. The agorithm proceeds by generating implicants
by reduction of larger candidate implicants thus eliminat-
ing implicantsthat are not candidate implicants as soon as
possible.

Given f: BN — B,animplicantq = 21 - 22 ... 2
of f that isnot aminterm is said to be reducible. The set
Y of literds of the NV — K variables on which ¢ does not
depend iscalled theexternal variableset of 4. A reduced
implicant of ¢ isanimplicantq - y1 - y2 - . . . - yz Obtained
by lowering ¢ using one or moreliteralsin ).

If ¢ isareducibleimplicant and qy isthe reduced impli-
cant obtained by lowering ¢ using litera y, the following
result holds for each possibletrace 7:

ISAT(qy) = ISA7(q9) +ZSAT(y)

Theorem 3.1 Let ¢ beareducible candidateimplicant and
let gy be a reduced implicant of ¢ obtained by lowering ¢
using theliteral y. ¢y isdominated by ¢ if

®7(q,9) >0 4

where
D7 (q,y) = OSA7(qy) — OSAT(9) +ZSA7(y) (5)

Theorem 3.1 provides a basic rule for the generation of
the set of candidate implicants Z*. Starting from the set
of primes of f, which are considered a priori candidate
implicants, equation (4) is applied to decide if a reduced
implicant obtained by lowering aprimewith asingleliteral
isacandidate implicant. The same equation is applied re-
cursively to each new candidate implicant. However, The-
orem 3.1 does not apply to implicantsthat can be generated
by reduction from implicants not inserted in 5. Note that
qy could till be part of 75 even if ¢ isnot. The following
theorem appliesto this case.

YFor an n-input Boolean function £, | Z |= O(22").



Theorem 3.2 Let ¢ be a reducible candidate implicant
and let ¢, = qy;, be a reduced implicant of ¢ such that
GDT(q,yh) > 0. Consider qh+1 = qnYn+1, which is an-
other reduced implicant of ¢ obtained by lowering ¢, with
aliteral y,41 different fromyy,. ¢n41 isdominated by ¢ if

®7(q,yn) + Pr(qn, yntr1) >0 (6)

Recursive application of Theorems 3.1 and 3.2 yieldsall
theimplicantsin Z7. Note that memorizing dominated im-
plicants ensures that a dominated implicant is not inserted
later into Z7. We conclude this sub-section presenting a
simple example of trace driven two level minimization.

Consider the Boolean function f and trace 7 in Fig-
ure 2. The table shows the correspondences between the
input vectors and the vertices of the Boolean space B°.
Table 2 reports the power cost of the implicants of f ob-
tained using equation (1). The column labeled with 7*
is obtained using Theorem 3.1 and 3.2 (a x isindicated if
the implicant is a candidate implicant, otherwise a domi-
nating implicant is indicated). The minimum power cost
cover Q* = {Cz,pz,p4,p5} has WT(Q*) = 122, whilethe
areaminimumcover is @ = {p1, p2, p3, p4} has power cost
WT(Q) = 135.

Although the approach of enumerating only candidate
implicants and early discarding of dominated implicants
performs efficiently in practice, the final step of finding a
minimum cost unate covering problemisoften abottl eneck.
Even extending the classical branch-and-bound based cov-
ering al gorithm with lower-bound computation techniques
recently presented in [2] do not provide much improve-
ment. As an alternative, we have adapted the two-level
heuristic minimization program espresso [1] to perform
trace driven two-level minimization. This new heuristic
program, called elp, is described briefly in the next sub-
section.

3.2 Tracedriventwo-leve heuristicminimization

elp inheritstwo basic principles from espresso: the use
of the unate recursive paradigm and the presence, at the
core of the algorithm, of an optimization loop which is
performed until no improvement in cost function is seen.
The main difference, naturally, is the introduction of trace
based weights for the implicants of f. This implies an
important difference from espresso: essentia primes and
primeimplicants are not necessarily the target of the mini-
mization procedure. Instead, the goa of elp isto determine
those primeswhich are “ essential” from apower minimiza
tion point of view and then determine sub-covers for the
remaining mintermswhich produce low switching activity.

Let p be an essentid prime of f and let £A1(p) be the
set of mintermsof f which are covered only by p. Consider
al possible covers of £A1(p) composed of reduced impli-
cants of p : let C°M be the cover which has the minimum
power cost W (CEM). If W (CEM) > Wr(p) thenpis
in the minimum cover Q* of f. To make thisdecisionitis
necessary to solve alocal and usually small unate covering
problem. Once the essential primes from a power stand-
point have been extracted, elp enters the typical espresso
loop.

The first step is reduce which attempts to move the cur-
rent solution out of alocal minimum. This routineis un-
changedin elp. epdifferssignificantly from espressointhe
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Figure2: Thefunction f and input trace 7.

expand step. While espresso examines each cube ¢ of the
current cover and replaces it with aprime implicant d such
that ¢ C d, elp looksfor thelargest cube d’ (not necessarily
prime) which contains ¢ and that has smaller power cost.
This step is still characterized by the fact that the cardinal -
ity of the cover does not increase. The fina step derives
anirredundant cover using agreedy covering problem. elp
followsthe same strategy as espresso using the power costs
of theimplicants as the weightsin the covering problem.

implicant ¢ ISAT(q) | OSAT(q) | Wr(q) | TF
P1 = T1T4Ts5 15 23 38 *
P2 = ©1%T2Tsg 11 23 34 *
P3 = ¢17T2T3 10 30 40 *
P4 = TT3T4Ts 0 23 23 *
Ps = T1T2T3Ts5 0 30 30 *
C] = T1T2T4Ts 11 31 44 P2
Cp = T1T2T4Ts 4 31 35 *
C3 = T1T3T4Ts5 12 30 42 P1
C4 = T1T3T4Ts 5 30 35 *
C5 = T1TT3T5 10 30 40 P2
Ce = T1T2T3Ts 1 30 31 *
C7 = T1T2T4T5 4 31 35 P2
cg = 1T T3T4 10 38 48 r3
Co = T1T2T3T4 4 38 42 P3
M1 = T1T2T3T4T5 10 38 48 P1
M3 = T1T2T3T4%5 2 38 40 P1
Mg = T1T203T4T5 1 38 39 P1
m7 = xlxzxgm 4 38 42 P1
Mg = T1T2T3T4T5 4 38 44 P2
M3 = T1T2T3T4T5 0 38 38 P2
M7 = T1T2T3T4Ts 0 38 38 Ps
Moy = T1T2T3L4T5 0 38 38 Pa
Mo = T1T2T3L4T5 0 38 38 Pa

Table 2: Implicant Power Costs.

4 Tracedriven multi-level minimization

In this section we describe the a gorithms devel oped for
the four main technology independent logic optimization
procedures to achieve minimum power dissipation for a
given trace.



4.1 Tracedriven simplification and elimination
The node simplification strategy adopted for multi-level
logic optimizationisbased on performing atwo-level logic
minimization at each node. Although thisis an effective
strategy for area minimization, since a local optimization
at each node yields a local minimization of the area, it
is less clear how simplification should be used for power
reduction. A two-level minimization is effective only in
reducing the output switching activity (OS.A) of theimpli-
cants of the function. This may change the fanout of the
input variables and has to be carefully managed to avoid
reaching a negative result. We simply adopt the logic sSim-
plification strategy already existing for area minimization,
modified to use the procedure described for heuristic power
mi nimization; aternativesto this naive approach remain an
interesting problem for future work. To attempt to climb
out of a local minimum, a trace-driven eimination com-
mand [17] has been developed using as the figure of merit
the change in switching activity under the giventrace. Due
to the compact representation of traces by a set of vector
pairsitisefficient to computethelocal trace for thefanin of
node n aswell as to evaluateits output transition activity.

4.2 Tracedriven decomposition

In multi-level logic optimization it is typica to decom-
poseagatewithlargefanininto atree of gateswith bounded
fanin; thisisperformed for example during delay optimiza-
tion or as a pre-process step of technology mapping. For
our purposes the decomposition of a complex gate is aso
used to guide the estimation of the internal switching ac-
tivity during the logic extraction step (Section 4.3).

Murgai, et al. [8] analyze the problem of decomposing a
large-fanin gatefor minimum switching activity usinginput
transition probabilities (assuming independence between
theinput signals) and demonstratethat it isequivalent tothe
problem of finding aminimum weighted binary tree, where
the weight of each nodeisits 1-controllability. An elegant
solution to this problem was given by Huffman and can be
exactly applied in the zero-delay case for general circuits.
A Huffman style algorithm is not exact for a trace-driven
decomposition. In fact, the trace driven setting allows us
to achieve better decompositions than that obtained by a
vanillaimplementation of Huffman’'s agorithm.

We describe the decomposition for an AN D gate, and
the procedure can be easily dualized for thecase of an OR
gate. We build a decomposition matrix having K rows
and columns corresponding to the K~ input variables of gate
9. Weusetherowsto guaranteethat al thevariablesz; are
“covered” and the columns to choose the next gate in the
decomposition. Each column j, 1 < j < K isassociated
withavariablex;. For each pair of distinct variables z;, «;
the entry «;; is a pair of numbers (Fr, Z7) for the gate
¢ij = x; - z;. The first number is the output switching
activity of g;; under the trace 7. The second counts the
number of pairs of successive zero values on the output of
¢s; under application of 7. On each step of the algorithm
the minimum entry «;; is selected. An AN D gate with
inputs corresponding to ¢ and j is created and the rows ¢
and j are deleted from the matrix while a new column for
the AN D gate is added and the values of its entries are
obtained viaaloca simulation of 7.

Let f =21 252324 x5 betheBoolean function for
which we must find the best decomposition with respect

Input Trace 7
T1X2X3T4T5
1

Output Tracesof relevant gates

9173 | g1%4 | 91%s5 | g2 | g2%4 | g2%s
1 1 1

o
=
=

roooorRroRR

PRROORRO
RPOORORRRE
ORrRPRRROROR
oOrORRRLROOR
cCOoORRORROR
coocococor
coococoroo
co0o0cocOoORrRO
coocococoroO
coocoococooo
co0oocococor

Table 3: Theinput trace 7 for decomposition example

tothetrace 7 listed in Table 3. Theinitial decomposition
meatrix is as follows:

o1 (0,00 (43 (52 (53 (52
w2 (4,3 (0,00 (53 (53 (52
3 (52 (53 (0,00 (52 (52
4 (53 (53 (52 (0,0 (53
s 52 (53 (52 (53 (0,0

)

Sincethe entry (4, 3) has the minimum value, we create
thegate g1 = (21, 22); the new matrix isshown in Table 3,

z3 T4 T5 g1
3 (00,0) (5,2) (5,2) (3,5)
€4 (52) (0,00 (53 (3,5
Ts (57 2) (57 3) (Oov 0) (37 4)
91 (35 (35 (34 (=0

Three entries, namely (z3,¢1), (¢4, 91), and (zs, g1),
have minimum value of 7. A vanillaimplementation of
Huffman using only the first field would consider al three
choices equal. However, in our procedure ties on the first
field of an entry are broken by choosing the entry with the
largest value of Z+. The intuition behind this is that for
an AND gatealarger value on the second field impliesthat
the gate output is 0 more often than with a smaller vaue.
This heuristic provides a better upper bound on the total
number of switchesthat may occur for the remainder of the
decomposition.

For the example, assume we select g2 = (g1, ©3). After
updating the decomposition matrix, the last two choices
are trivia and produce a final decomposition which has
9 switches under 7. The unmodified Huffman agorithm
yields a decomposition with 11 switches.

4.3 Tracedriven extraction

The problem of logic extraction for low power has been
previously addressed in two ways. Roy and Prasad [12]
present a kernel extraction algorithm to reduce power dis-
sipation by common sub-expression extraction guided by
power vaues for nodes computed on the given factored
form expressions for the nodes. A potential weakness of
this approach is that the initial factored forms are not a-
tered, leading to sub-optimum extractions. In [5] an a-
ternate approach is proposed to solve this problem: the
power values of the common sub-expressions are com-
puted using the power cost of a node represented using
a sum-of-products representation. Since this conforms to
the underlying assumptionsfor traditional algebraic extrac-
tionand decompositiona gorithms[13, 17], the authorscan



rely on these algorithmsto extract the set of all single cube
intersections and kernel intersections among the network
nodes in order to choose the sub-expression having the
maximum power reduction. The shortcoming of this ap-
proach is that after each extraction the switching activity
of dl the affected internal nodes must be re-estimated by
computing the global BDD and the signal probabilities of
each function. Thisoperationisgenerally time consuming
and is sped-up by using an approximation for the signal
probabilities on the immediate fanin of anode[5].

Our technique is similar to the previous approaches in
that a value is associated with each sub-expression to de-
note the power saving obtained if the logic extraction is
performed. On the other hand, it differs from the previous
approaches in three aspects. First, since the methodol ogy
is trace driven, signa probabilities are not employed. In-
stead, exact switching activity for any node is computed
for the given trace by performing alocal logic simulation.
Since the global function of any node does not change dur-
ing extraction a complete simulation of all the nodes on
the trace is performed once. All subseguent simulations
on sub-expressions are obtained by eval uating the function
of the sub-expression on the known fanin values. Second,
neither a factored form nor a sum-of-products representa-
tionisused to estimate the switching activity insideanode.
Instead, each node isdecomposed on thefly into gateswith
fanin two, by using the procedure outlined in Section 4.2.
This represents a structure that is better correlated to the
final network after technology mapping. Finaly, our a-
gorithm derives directly from the agorithm of Rajski and
Vasudevamurthy [11] which iswidely considered the most
efficient method for Boolean extraction.

The basic objects used in extraction are single-cube di-
visorshaving exactly two literals, double cube divisorsand
their complements. The motivationfor using objectsof size
two isthat they ensure that the operations have polynomia
running times, while they can be used to find single-cube
divisors of arbitrary size and multiple-cube divisors. The
complete definitions of double-cube divisor, set and sub-
set of double-cube divisors, base of a double-cube divisor,
single-cube divisor and its coincidence are found in [11].
Weillustrate some of thetermsfor the benefit of thereader.
Given four cubes g1 = X1%2, @2 = X1%3,43 = X1X2x3 and
q4 = x12324, the set of two-litera single-cube divisors
contains x1x, which has coincidence 2 and z1x3 which
has coincidence 3. (Coincidence K means that if d is ex-
tracted to create a new node n4 in the network then the
fanout of this node will be K). Given a Boolean expres-
Sion f = xiw4xs + 2106 + Tox3rars + voxzre the set of
al its double cube divisorsis D(f) = {ze + zars, 1+
XT3, X1X 45+ ToT3T6, L1X6+ Tox3x 425 . Thisset can be
partitioned in subsets denoted by the symbol Dx 77 5417
where K isthenumber of literalsinthefirst cubeand H the
number of literalsin the second cube. Hence, zg 4 425 €
D13, 21+ 2223 € D153, 12425 + rox3rs € D336 and
L1+ T 2X3L 425 € D27476. Fi nally e+ a5 hastwo bases,
namely x; and xz,x3; 1 + x2x3 hastwo bases, namely xg
and z 425 and the remaining two doubl e-cube divisors have
empty base. The greedy agorithm we propose is an ex-
tension of the Rgjski and Vasudevamurthy extraction algo-
rithm [11], modified to use cost values denoting the power

dissipation due to single-cube and double-cube divisors.
The power value of a two literal single cube divisor

d = 2122 with coincidence equal to K (d) isgiven by:
PVr(d) = (K(d) - 1) - [F3* + F3?] = K(d) - F} + FISAD

To understand this equation, suppose that extraction of d
has been performed creating anew node 4. Thefirst term
of the equation accounts for the power saving related to
the variables x4, z, which now feeds only node n,; instead
of K(d) nodes. The second term represents the switch-
ing activity of the output variable of n, multiplied by its
fanout. The third term (“fanout interna switching activity
difference”) denotes the change in power dissipation for
each fanout n; of ng dueto extraction.

Consider adouble cube divisor d € Dy 7 i+ having
the following characteristics:

ed==x1-22 ... g +YL-Y2- ... YH,

e The node n4 which can be extracted has fanout 7O
in \; eg. d divides FO expressions associated two
thenOdESnl,nz...n}'o;

e d has B bases b = Z]_~Zz~...~ZMb1,...bB =
Z]_~Zz~...~ZMb2.
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Table 4: Traces for extraction example

The power value of d under thetrace 7 isgiven by:

K

H
PVyr(d) = (FO(d)—-1)- [Z(}'?e)_F (}-%k)‘| n
k=1

k=1
B | My,

- FOW) - FL+ Y | (FP)| +FISAD +co
=1 | j=1

As before, to understand this equation, suppose that the
extraction of d has been performed creating anew noden,.
The first term accounts for the power saving related to the
inputvariableszy, ..., zg and ya, . . ., yz which now feed
just the node n, instead of 7O nodes. The second term
represents the switching activity of the output variable of
ng multiplied by its fanout. The third term is the power
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Figure 3: Two aternative extraction results

saving due to the occurrence of each variable z; inabase of
d. Consider afanout node n, beforethe extraction of d and
suppose that two cubes of Its function ¢ are respectively
(l‘1~l‘2~...~l‘}()~b1 and (y1~y2~...~yH)~b1, with
b1 = z122. Obvioudly b1 isabase of d and, if d ischosento
be extracted, the previousfunctionwill bereplaced by d - 1.
Asaconsequence, the node n,, will see theinput switching
activity decreased by aquantity equal to 7'+ F7*. Thelast
term (*complementary gain”)isnon-zeroonlyif d € Dy 1 o,
eg. if d = 1+ y1, wherez, and y, aretwo distinct literals.
In this case, the complement of d is a single cube divisor
and the power value of d is added to PV (d). The term

FISAD isthesumof P — Py, for each fanout n; of
d. ngg is the power dissipation before extraction, PZw
the power dissipation after extraction. The representation
of traces by a set of vector pairs permitsthiscomputationto
be performed very efficiently since only alocal evaluation
of the node functionsisinvolved. Hence it isvery feasible
to estimate P,,¢. for each fanout n; each time adivisor is
evaluated.

Consider the Boolean Network which has 9 inputs, 2

outputsand 2 internal nodes f; and f>.

fi = zizaws + w1we + wowsrars + vor3re + o7
fo = =z1%6+ T2w3w6 + T4T5TE + T9

Performing extraction using the area minimal optionde-
scribedinthea gorithm of Rajski and Vasudevamurthy [11],
followed by decomposition into 2-input AN D and OR
gatesyields A7 in Figure 3. Now, suppose that we want to
perform thebest extraction for low power on A with respect
totheinput trace 7 specified in the same Figure. First, the
power values of al thetwo-literal single-cube divisorsand
two-cubes divisors are computed. For the example, there
are just two double-cube divisors d; = x; + x5 - 3 and
dp = 26+ x4- x5, and onesingledivisor d3 = x4- x5 which

have positive power value. Using the equations presented
in this section,

PVi(d)) = (3—1)-[19+40+6]—3-19+4 [10+ 10] + 0= 13
PV (d2)
PVr(ds)

(2-1)-[10410] - 2-0= 20

d, isextracted (preferred over d;) to obtain:

d2 = z6+ 7475
fi = dozi+ doworz+ z7
fo = >176 + T2w3T6 + T4T5T + T9

Trace-driven decompositionagorithmyidds A, in Fig-
ure3. While V; has 14 gates, N1 has 11, but thereisa14%
reduction in power since:

FN = 65410+ 19-2+ 6= 119
fgfz = 65+10+ 19+ 64 2= 102

5 Experimental Results

The first set of experiments (data not reported in this
paper for lack of space) compared the trace-driven two-
level heuristic and exact minimization algorithm against
espresso.  The traces for these examples were artificially
generated as follows: Given a function f with p primes
two successive vectorswere crested for each pair of primes
such that the first vector is contained in the first prime and
the second is contained in the second prime. The trace was
intentionally biased towards obtaining poor results with
espresso to determine what reductions may be achieved by
this step done. For the two-level case we assume that the
output capacitance load on each implicant is equal to one
unit, whilethe input capacitance isone unit for each literal.
A morerealistic model is not used here since thismodel is
used for multi-level logic simplification where the inputs
of a node are the outputs of other nodes. The following
conclusionswere inferred:

1. Reductions of up to 95% can be achieved for the
quantity OS A+ (c.f. Section 3) by selection of the
appropriate implicants for minima switching power
compared to espresso.

2. The overal power reduction W (@) is limited by
the input switching activity ZS.4+ which is a func-
tion only of the given trace. Two-level minimization
cannot impact this significantly, since the number of
literals varies little between espresso and elp. Thus,
two-level minimization can provide only a net in-
cremental reduction in power once the trace has
been determined.

The next experiment was performed on 20 FSMs from
the ISCAS89 benchmark suite. For these FSMs, given are-
Set state, 10000 random primary input vectors were applied.
The trace of the primary input 7/ and the corresponding
trace 7 of the latch values, obtained by sequential logic
simulation, were combined together to serve as the trace

(2-1)-[0+10+10]—2-0+[19+0+ 6] +0=45



for power minimization. The average power reduction is
16% before technol ogy mapping, and 14% after technology
mae\ei ng (Table5). ] L

e d'so report the fraction of power dissipation due to
the transition activity related to primary inputsand latches
(column marked “1/0 Power Fraction”). These valueswere
obtained by simulating the circuit after technology inde-
pendent optimization with scn_pt.ruggeq. These results
prove an important point on logic synthesisfor ow power:
the 1/O power provides an uppef bound on the power
reduction that can be achieved, because combinational
I%?ic synthesis only reduces power consumed in the inter-
nal nodes of the circuit. For example, consider the data
reported for FSM s298 in Table 5. A final power reduction
of 25% has been obtained with the low power script, even
though in the initial circuit 40% of the total power P was
ﬂue just to primary input and latch switching activity. We

ave:

P-(0.404 «-0.60) = P-(1—0.25) = = = 0.35/0.60 = 0.58

Hence, for this example, trace driven logic synthesis pro-
vided a reduction of the power due to internal transition
activity of 42%. From Table 5, the average reduction of
interna power is 25%.

6 Conclusionsand Future Work

This paper has proposed a new trace drive methodol ogy
for logic synthesiswhich captures and exploitsthe correla-
tionsthat exist between signal valuesin an application spe-
cific design. Theideahas been applied to the minimization
of the switching activity in the combinational logic portion
of finite state machines. In this paper we have focussed
on technology independent optimizations. The extension
to technol ogy mapping, based on applying trace driven op-
timization to the methods proposed in [3] remains for the
future. Our resultshave also indicated that additional gains
can only be redlized by changing the sequentia behavior of
the FSMstoimpact the /O switching activity. Theapplica-
tion of encoding and re-encoding techniques [4] to reduce
I/0 activity isapromising avenue for exploration.
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