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Abstract - In this paper a new analytic gate delay mod-
eling technique is presented that allows to accurately
reproduce the timing behavior of deep submicron digital
standard cells for a large range of operating conditions.
The proposed  technique  sensibly improves the accuracy
of the existing analytic delay models and it usually
requires less simulations for the cell characterization.
Moreover it is compatible with the most advanced inter-
connect delay models that have been recently proposed in
the literature.

I - INTRODUCTION

In order to analyze the timing behavior of modern CMOS
circuits, the proper gate and interconnect delay models must
be derived that allow to obtain both efficiency and accuracy
at the same time. The gate model should be simple enough
to reduce the computational time and the memory occupa-
tion and it should be as accurate as possible in order to
enable the timing verification of multi-million gate, deep
submicron logic circuits. Therefore, in general, the proper
tradeoff between speed and accuracy must be found.

Moreover, the gate delay model must be consistent with
the algorithm used to compute the interconnect delay, e. g.
AWE [1], [2], [3] and PVL [4].

Usually, circuit delays are expressed as functions of the
input signal transition time (TIN) and of the load capacitance
(CL), often in the form of look-up table models or analytical
expressions, the so called k-factor equations, in which the
delay is expressed by means of a polynomial function of
(TIN, CL) [5], [6]. The limitation of a purely capacitive load
on the output has been addressed and solved [7], to account
for generic RC trees, using AWE based simulation and
reduction. More recently, the limitation due to the assump-
tion of a perfectly linear input ramp has been overrun  by

introducing a piecewise linear input model [8].

In this paper, we present an  analytical approach, based on
the modeling of the output current waveform, similar to that
used to derive the “three region model” described in [9]. The
proposed model allows to take advantage of these recent
results by capturing the actual wave shape of the output
transitions.

In order to improve the accuracy of the model a new
region has been added. Moreover, a methodology based on
the use of Design of Experiments has been succesfully
introduced in order to optimally sample the space of theV, T,
TIN, CL operating conditions. By doing so the caracteriza-
tion effort required to achieve a given accuracy level has
been minimized. The delay model thus obtained is able to
represent accurately the gate behavior in the specified range
of operating conditions, for a large class of cells. Moreover,
the proposed model requires a minimal characterization
effort, as demonstrated by the experimental results pre-
sented in this paper, and it is consistent with an AWE model
of the interconnect delay.

II - MOTIVATIONS

State of the art CAD tools for cell-based design analysis
and synthesis  require to describe the timing behavior of the
gates using  a look-up table model representing the input to
output transition delay (tpd) and the output transition time
(tt) as a function ofTIN andCL, and additionally a global
linear derating equation to account for different circuit sup-
ply voltage (V) and operating temperature (T) conditions. In
pratical cases, the error due to the derating function approx-
imation may represent a significant source of inaccuracy,
thus leading to overlay pessimistic delay estimations and to
undue buffer oversizing. Therefore a basic motivation for
the work was the need of generating accurate look-up table
models at a user specified voltage supply and temperature.
Obviously this can be done by running a large number of
SPICE simulations to fill in the tables, but this “brute force”
approach is unacceptably too much computationally inten-
sive. As an alternative we propose a methodology based on
the intermediate creation of a suitable delay macromodel
that can be eventually evaluated to generate the  look-up
table model at any user specified voltage and temperature.



III - SCOPE OF THE WORK

The library cells can be classified as  single-stage or mul-
tiple-stage. Unbuffered pass gates are out of the scope of
this work. A single-stage cell, or better a single-stage delay
path, is defined as an I/O delay path going across a single
stack of channel connected CMOS devices (i.e. INV, NOR,
NAND). In general multiple-stage cells (or delay paths)
can be represented  (figure 1) by a combinatorial network
followed by the single-stage cell suitable to drive the output
load with the desired signal dynamics.

Fig. 1:  Multiple-stage cell can be regarded as a logical stage (A-ICN) fol-
lowed by a buffer stage (ICN-Z).

A lot of effort has been done in the past to accurately
describe the timing behavior of the inverter, and to reduce a
generic single-stage network to an equivalent inverter [10].
The approach presented in this paper allows to characterize
the delay macromodel of any single-stage cell starting from
an extracted SPICE netlist (including parasitics) by running
electrical simulations without any preliminary reduction to
an equivalent inverter. The detailed single-stage macro-
model description is presented in Sections IV and V.

For multiple-stage cells, an additional effort is needed to
characterize the propagation delay from input pin (A) to the
internal controlling node (ICN):

(1)

and the transition time at the ICN:

(2)

These values depend on the input transition time on pin
(A), on the voltage supply and on the operating tempera-
ture. The propagation delay from input pin (A) to output pin
(Z) can be computed as the composition of the delay of the
logical stage and that of the buffer stage.

IV  - THE THREE REGION MODEL

In this section we will introduce thethree region model,
that is the basis of the work presented in this paper. The
model will be described for the basic inverter, which is
quite   difficult to obtain because of the direct relationship
between input and output voltage. Supposing a purely
capacitive load,CL, the output voltageVout is related to the
output currentIout by the following differential equation:

(3)

An analytical expression for the delay can be obtained by
choosing a suitable approximation for the output current.
The derivation of thethree region model proposed by Saku-
rai [9] can be easily understood from the waveform shown
in figure 2, showing the SPICE simulation of a generic
inverter for a rising input transition.

Fig. 2: SPICE simulation of a switching event for a generic inverter; a)
input and output voltages; b) corresponding output current wave-
form.

By looking to the output current waveform, it can be
observed that, initially, the current increases as the input
voltage increases (first region). Then, the output current
reaches a maximum value and then approximatively it
remains constant while the input waveform has already
completed the transition (second region). Finally, the cur-
rent begins to decay roughly with the same rate of change as
the output voltage and hence its behaviour is almost expo-
nential (third region). These considerations suggest the fol-
lowing expression for the current:

(4)

whereVT, RM, RF are the fitting parameters of the model
andVin is theVDD normalized input ramp signal, swinging
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from 0 to 1 in a timeTIN; henceVin(t) can be written as fol-
lows:

(5)

By substituting equation (4) in (3) and solving forVout ,
the expression for the output voltage as a function of time
for the three region model can be found. In the first region,
approximatively corresponding to the region where the
switching device is in the saturation regime,Vout is a qua-
dratic function, whereas in the second region it is a linear
function of time. In the third region, which corresponds to
the case when the switching device is in the linear regime,
Vout can be described by a decaying exponential.

A similar expressions can be derived for falling input
transitions.

V - THE FOUR REGION MODEL

When the input transition timeTIN is sufficiently large
and the load capacitanceCL is sufficiently small, thethree
region model is no longer valid.

Fig. 3: Comparison between SPICE simulation and the four region model
for large input transition time and small capacitive load.

 In fact, because of the effect of the short-circuit current,
the output current presents an anomalous behavior in the
linear region. This leads to a loss of accuracy, because the
parametersRM andVT used to model the gate behavior in
this region, cannot be adjusted to fit the actual current
waveform. In order to solve this problem we introduced a
new model region requiring two extra fitting parameters.
The current in this region is fitted by using two line seg-
ments (pwl). Therefore the modified analytical expression
for the output current is the following:

(6)

The model in (6) is able to accurately reproduce the cur-
rent waveshape in every operating conditions, as shown in
figure 3.

A further improvement is obtained by introducing a
parameter,IMAX, accounting for the current limiting effect
that is due to the finite driving capability of the gate transis-
tors. The value of this parameter is obtained during a pre-
characterization phase as a function of the power supply
and temperature. The accuracy  improvement obtained with
the introduction ofIMAX is shown in  figure 4.

Fig. 4: Comparison of thefour regionmodel with and without current lim-
iting factor (IMAX) with SPICE simulation results.
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VI - MODEL CHARACTERIZATION
METHODOLOGY

In order to characterize the parameters of the model a
“Design Of Experiments” technique [11] has been applied.
After the range of variation of the operating conditions (i. e.
TIN, CL, process, temperature and power supply) has been
specified a Central Composite Design [11] is used to gener-
ate an optimal set of sampling points to be simulated. Then
the five parameters of thefour region model are obtained by
using the Gauss-Newton algorithm [12] in order to fitVout
in a predefined time interval (e. g. from 10% to 90% of
VDD), for every point of the CCD. Finally, a second order
polynomial approximation forVT0, RM0, VT1, RM1, RF as
function of the operating conditions is derived by using
least squares.

The current limiting factorIMAX is preliminarly deter-
mined as a function ofVDD andT by using the same proce-
dure.

VII - RESULTS

The application of the proposed technique to a 0.35µm
CMOS library is presented in this section. A wide range of
variation for the operating conditions has been specified:

• the input transition timeTIN:

       (TINmin ,  10 x TINmin)

where TINmin is the smallest transition time that can
be used in the library.

• the output load capacitanceCL:

    (COUTmin x DRIVE ,  20 x COUTmin x DRIVE)

where COUTmin is the minimum capacitance of of the
input pins in the library and DRIVE is the driving
capability of the cell.

• the operating temperatureT: (0 , 100) °C.

• the voltage supplyV:  (3.0 , 3.6) V.

With this setup, the Central Composite Design generates
25  simulations for both falling and rising transition. Other
9 simulations are necessary in order to obtain the value of
IMAX, for a total of 34 simulations. This has to be compared
with an average value of 16 characterization points for
every operating condition corner that is typical of a look-up
table model.

The accuracy of the delay model with respect to SPICE,
for different cells, evaluated over the characterization grid
points is shown in table 1. As expected, the inverter is the
most critical cell. In fact the maximum percent error is the
largest one for this cell. However it has to be noted that the
apparently large 16% error,  actually represents only a delay
error of the order of few ps (i.e. less than 20 ps), which is

almost comparable with the precision of the simulator. In
order to show the predictive capability of the macromodel, a
look-up table is generated at V=3.3V and T=25°C and the
results are compared with measures from SPICE simula-
tions. The maximum percent error that one obtains in this
case is generally less than 9% as shown on table 2. Finally,
figure 5 compares the accuracy obtained by replacing the
three region model with thefour region model for the prop-
agation delay of the INV x 32 cell.

TABLE 1: ON-GRID MAX PERCENT ERROR OF THE MODEL FOR THE

PROPAGATION DELAY AND TRANSITION TIME OF DIFFERENT CELLS

TABLE 2: MAX PERCENT ERROR ON LOOK-UP TABLE VALUES AT 3.3 V, 25° C
GENERATED FROM THE MODEL FOR DIFFERENT CELLS

CELL TYPE
Prop. time (tpd) err. Trans. time (tt) err.

Max Std dev Max Std dev

INV x 1 10.6 % 3.4 % 6.7 % 3.5 %

INV x 8 12.2 % 4.0 % 9.1 % 3.7 %

INV x 32 16.0 % 4.3 % 9.7 % 3.9 %

BUF x 32 4.8 % 2.1 % 10.7 % 5.5 %

NAND x 1 10.4 % 3.4 % 11.4 % 4.0 %

NOR x 1 10.8 % 3.6 % 10.6 % 4.4 %

OR x 4 5.4 % 1.9 % 15.2 % 6.2 %

CELL TYPE
Prop. time (tpd) err. Trans. time (tt) err.

Max Std dev Max Std dev

INV x 1 9.1 % 2.8 % 6.6 % 3.1 %

INV x 8 7.2 % 2.6 % 7.9 % 3.3 %

INV x 32 5.4 % 2.4 % 7.4 % 3.2 %

BUF x 32 5.1 % 2.9 % 10.0 % 7.0 %

NAND x 1 8.7 % 3.4 % 7.1 % 3.7 %

NOR x 1 7.6 % 3.8 % 5.9 % 3.1 %

OR x 4 4.9 % 2.3 % 9.6 % 6.9 %



Fig. 5:  Accuracy comparison between thethree region and thefour region
model on propagation delay of INV x 32.

VIII - CONCLUSIONS AND FUTURE WORK

A new gate delay modeling methodology has been pre-
sented in this paper. The most important features that have
been demonstrated are: improved accuracy with respect to
the current state of the art, good predictive capability,
reduced characterization effort. The application of the pro-
posed methodology to a 0.35µm CMOS digital standard
cell library has been presented, showing considerably good
results. The model can be easily  extended to deal with non
purely capacitive load and to account for non linear input
waveforms. The integration of the proposed gate delay
model with an AWE based interconnect delay algorithm
will be addressed as future work.
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