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Abstract: AdaptiveDiagnosis, a paradigmfor diagnosis,
isdefined. A systembased onthisparadigm,for Ippq mea-
surement based diagnosis of bridging faults, is reported.
Experimental evaluation of the system shows it to be sub-
stantially superior to existing systems, especially for larger
circuits.

1 Introduction

Given a circuit and the observed faulty response of the
circuit, diagnosislocates physical faults which result in the
faulty response. It aidsin gathering informationto improve
fabrication processes.

The prevaent diagnosis paradigm is static diagnosis.
Thetasksin static diagnosisareasfollows. A diagnostictest
sequence (DTS), targeting a given set of faultsF, isprecom-
puted. The static DT Sisevauated astoits effectivenessin
distinguishing between faultsin the set F (diagnostic sim-
ulation [12]). A static fault dictionary is computed either
independently or as a by product of diagnostic simulation.
Static diagnosis has severa disadvantages.

o Diagnostic simulation requires considerable time and
space[17], especidly for bridging faults (BFs)[4].

o Staticfault dictionariesrequire consi derabl e space thereby
leading to mai ntenance problem. The timerequired to com-
pute them is also very large. The improved techniqued[3]
fall apart for larger circuitsand fault model swith large num-
ber of faults.

¢ Since detection oriented test set don’t have good diagnos-
tic resolution, they need to be augmented. This resultsin
large DTS, resulting in storage and maintenance problems,
especialy for large circuitsand fault model swith large num-
ber of faultsin them[4].

Static diagnosisis useful when alarge number of differ-
ent faulty responses needs to be analyzed. The high cost is
then amortized over the large number of faulty responses.
However, it is often the case that many of the faulty chips
have the same faulty response. Thus, the number of distinct
responsesto be analyzed issmall. In thiscase the disadvan-
tages of static diagnosis become important.

BF occurs when two or more distinct nodes of thecircuit
are unintentionally connected. BFs model 50% of physical
defects in MOS circuitg[8]. Once we target BFs the disad-
vantages of static diagnosis become very significant.

Motivated by this, aternatives to static diagnosis have
been studied[1,2,5,6,16]. In dynamic diagnosig14], no
dtatic fault dictionary is used. This eliminates the storage
and maintenance problems. The expensive step of diaghos-

ticfault smulationisstill required. Storingand maintaining
large DTSis still a problem.

In this paper we first define adaptive diagnosis, a new
diagnosis paradigm. In adaptive diagnosiswe do away with
the costly steps of computing static fault dictionaries, di-
agnostic simulation and static diagnostic test generation.
Fault dictionariesand DTS are not stored thereby avoiding
the above problems.

We developed a diagnosis system based on this
paradigm. It assumes BFs between two nodes, and Ippg
measurement as the testing technique. Experimental evalu-
ation of this system showsiit to be substantially better than
existing systems, especialy for the larger circuits.

2 AdaptiveDiagnosis

Adaptive diagnosisisdynamic in that the DTS is gener-
ated during diagnosis. Figure 1 shows the structure of the
diagnosis system required.

It is also a multi-phase, iterative process. Each phase
consists of two parts. In thefirst part, a small DTS target-
ing the remaining faultsin the fault list is generated. It is
then applied to the circuit under test (CUD). The responses,
which could either be the logic levels at POs, or the quies-
cent power supply current, or a combination of the two, of
the chip to the test sequence are fed back to the diagnostic
test generator (DTG). Thisinformationisused in thesecond
part for fault dropping.

The next phase starts with the reduced fault list. DTG
generates a new set of vectors. The process continues till
no fault dropping is possible, i.e., al faultsin fault list are
equivalent. Thus, adaptive diagnosisis always “compl ete”
with respect to the targeting faults and the measurements it
used. Note that the system requirement isno different from
what isrequired by static diagnosis.

Ideally, in each phase only onetest is generated, making
the DTG “well informed” about the status of the diagnosis
process. But thisimplies a huge communication overhead.
Wetherefore generatetestsin groups, and each groupispro-
cessed in one phase. The number of phases and the number
of testsin each group depends on the fault model, the fault
dropping, and test generation process.

There is a potential problem with adaptive diagnosis.
Thetime the CUD spendsin the tester (tester time) may be
large because the DTG spends too much time during one or
more of the phases; or the number of phasesistoolarge. For
the case we study we show how thiscan be avoided very ef-
fectively.



3 An Adaptive Diagnosis System For BFs

A BF between two gate outputscan be detected by /ppg
measurement iff the two shorted lines have different val-
ueg6]. In Figure 2, the two activated paths on application
of the vector are shown. If BF (G5, G6) exists, a conduct-
ing path from V4 to Vg s iscreated. The resulting non-zero
Ippg, detected either by an interna or an externa device,
signals the presence of aBF.

Our DTG uses a compact representation for BF6]. BF
between lines z, y are represented by (z, y). {(A, B)} rep-
resentsaset of faults {{u, v)|u € A andv € B}. Represen-
tation {{A, B}, (C,D),...} means {{A, B)} U {{(C, D)}
U....Thus {{{1,2,3},{4,5})} representstheset of faults
{(1,4), (1,5), (2,4), (2,5}, (3,4}, (3,5) }. Fault dropping
for BFsusing Ippg isdoneasin[7].

3.1 TheAdaptive DTG System

V(z) isthelogic value of line z. Two BFs, (x, y) and
(u,v), are Ippg Equivalent iff Vi(z) # V(y) <
V(u) # V(v). Such faults can not be distinguished using
Ippg measurement aone. The objective of the diagnosis
system isto reduce the set of faultsto one /p pg equivalent
class.

The system consists of arandom test gener ation phase,
a phase of generating tests targeting low controllability
lines, and a phase of deterministic test generation. In be-
tween, after the phase of targeting low controllability lines,
aprocedureisused to identify equivalent faults. Thispro-
cedure does not generate any test vectorsand hence doesnot
form a“phase’.

Stepl (Phasel): In Phasel, log(n) number of random in-
put vectorsaregenerated, using equi probabledistribution.
Here n isthe number of nodes. Using thistest set faultsare
dropped.

Stepll (Phasell): Phasel does not generate al distinguish-
ing tests because al lines cannot be set to 1 or 0 with equa
probability; and lines are correlated. We address the first
issue here and the second in Steplll and SteplV. If line
z is hard to set to 0(1) then we say that « has low 0(1)-
controllability[11].

Consider faults (x,y), (a,b) and assume that each of
z, y, a, b has low O-controllability. Then the probabil-
ity that a randomly selected test vector sets one of them
to 0 and the rest to 1 is low. The probability that it sets
three of them to 0 and only one to 1 is even lower. Such
faults are usualy not detected during the random phase.
A similar conclusion can be drawn if =, y, a, b have
low 1-controllability. In Phasell vectors that distinguish
faults between low 0(1)-controllabilitieslines are gener-
ated. Line-controllabilities are estimated in phasel asin
STAFAN[11].

A set of lineswithlow 0(1)-controllabilities, correspond-
ing to the faults in the fault list, are identified. If line «
has low 0(1)-controllability, we generate test to detect line

x stuck at 1(0). Thesetests are used to drop faults.

Steplll: At this point faults remaining in the fault list are
highly correlated, athoughnot al of themarep p¢ equiva
lent. Wenext identify asmany Ip p¢ equivalent faultsfrom
thisset of faults.

Figure 3 showstwo kinds of Ipp¢ equivaent faults. In
(8 faults {a, d) and {c, b}, involving “cross coupled” NOT
gates, are equivalent (Typel). In Figure 3(b) faults (x;, y)
and (z;, y), wherex;, z; € {xo, 21,...,zp_1}, yiSan arbi-
trary linein circuit, are p pg equivaent if logic functions
FL=F=---=F,_4 (Typell)

For Typell, finding if two lines in a given circuit are
equivalent or not is NP-Complete[9]. Therefore, heuristics
are used to determine such setg[15]. Our heuristic[10] isa
generalization of theoneused in [15].

To identify Typel equivaence, for each pair of equiva

lent fault sets, we search the fault list to find if “cross cou-
pled” NOT gates exists. If it exists, the pair of equivaent
fault setsare equivalent and can be merged into one. For ex-
ample, if ({¢, g7}, {u}), {({a,b,c,d. f.h, ik}, {v})) are
two equivalent sets of faults. If (e, «, ) and (f, v} areequiv-
aent, then {{{a,b,c,d, f, h, i, k},{v})} and {{{e, 9,7},
{u})} formone Ippo equivaent set of faults.
SteplV (Phaselll): In Phasel I, vector s distinguishing all
pairs of asyet undistinguished faults are deterministi-
cally generated to complete the diagnosis process. It is
similar to redundancy identification.

Two faults f = (x,y), g = (w, z) are Ipp equivaent
iff in Figure 4 v s-a0. Thetest for v stuck-at-0, if it exists,
distinguishes f, g.

In the last phase for dl pairs of faults in fault list, by
adding the circuitry of Figure4, anew circuit is constructed
and handed over to a deterministic stuck-at test generator.

A straight forward implementation of above approach for
Phaselll resultsin alarge test set. We note that thisis not
necessary. A test distinguishingapair of fault may also dis-
tinguish other pairsof faults. Accordingly, Phaselll hastwo
sub-phases.

In thefirst sub-phase, we select pairs of faults with dif-
ferent O(1)-controllability becausefaultswith different 0(1)-
controllability are morelikely to be“non-equivalent”. Tests
to distinguish these pairs of faults are generated. In the sec-
ond sub-phase, we generatestest to distinguishal fault pairs
infault list, oneat atime.

After applying the vectors generated in phaselll, the re-
maining faults, with their equivalences, are the possible set
of faults. These faultsare Ipp¢ equivalent and can not be
distinguished further by /p po measurements aone. Hence
the diagnosisis complete.

4 Experimental Results

The proposed system was implemented using C++ on
SUN 4. ISCAS85 and scan version of | SCA S89 benchmark
circuits were used. We randomly generated 500 faults to




simulate 500 faulty circuits. The experimenta resultswere
obtained using all BFsinvolvingtwo gate outputsonly. Any
other set of faults can aso be used. We used this extensive
fault model to stretch the system.

We present the performance of our system and compare
it with a static diagnostic test generation system(SDTG)[4],
aswell as, asystem that uses stuck-at (SSF) test sets. Thera
tionalefor comparing with a SSF test set istwofold. Firstly,
it might be possible to use the SSF test set, which is read-
ily available, for diagnosis. In this case, we are interested
in ascertaining if this approach is superior to what we pro-
posed. Secondly, one could start with the available SSF test
set (rather than the random test set we use) and augment itin
asimilar manner. In thiscase we are interested in knowing
if thisleads to a better diagnosis approach.

We call the remaining faults after diagnosis residual
faults. In our comparison we use the following figures of
merit. The most important criteriaisthe number of residual
faults. In our approach the residual faultsaways reducesto
one equivalence class. The second important criteriaisthe
size of thetest set. Size of the test set isvery important for
Ip pg messurement based analysisbecause Ip p measure-
ment isavery sow process.

Table 1 presents the performance of our ADTG system.
Thedataunder column Residual Faultsarethe(average Ave,
maximal Max) number of residual faults. Notethat thenum-
ber of faultscannot bereduced any further. They arethebest
you can get if youuseonly /p pg measurement. Dataunder
column \ectors(Time) are the (average, maximal) number
of input vectors generated(time used, in CPU seconds) us-
ing the proposed system. Time doesnot includethetimefor
down loading the vectors into the tester, making the Ippg
measurements and getting back the faulty response.

Table 2 presents a comparison between our system and
the system which uses SSF test setsfor diagnosis. The SSF
test set used isfrom ATALANTA[13]. The dataunder AD
is from our system, and the data under SSF is from using
the SSF test set. Time for SSF isonly the time required for
fault dropping. Thetwo systems share al thediagnosispro-
cedures except that our system generates the tests dynami-
cally and SSF uses the precomputed SSF test set.

For smaller circuits, the number of residud faults are
about the same in both cases. But for large circuits ADTG
gives substantially better results, both on an average as well
as in the worst case. For example, see S15850.1, S35932,
S38584.1, - - -. Notethat ADTG will never resultin alarger
residual set than SSF because ADTG is acomplete diagno-
sissystemwhere as SSFisnot. Inaddition, the performance
of SSF, so far as reducing the number of faultsis concerned,
isinconsistent.

Another important advantage of ADTG over SSF is the
small size of thetest set. Inall cases (except for C6288), the
average number of /p pg measurements required, if ADTG

is used, is substantially smaller. The average is amost al-
ways less than half the SSF test set size. Even if we take
the worst case number of vectors generated by ADTG it is
substantially smaller than the stuck-at test set. Thisisvery
crucia for Ip pgo measurement based diagnosissince Ippg
measurement is very time consuming and can adversely af -
fect thetotal diagnosistime. Inaddition, it a so pointsto the
fact that a stuck-at test set isnot agood starting point for dy-
namic diagnostic test generation.

Table 3 gives the comparison between our system and
SDTG system[4]. The data under AD are the average and
maximal number of vectors(times) over 500 instances. The
data under SD are the vectors(times) the system gener-
ated(used). We have not reported data on the residual set
size because ADTG will always out perform SDTG. On an
average ADTG requires much less measurements (smaller
test set). However, the mgjor difference between these two
systems, as we can see from the given table, isthe test gen-
erationtime. Even theworst casetimefor ADTG isorder of
magnitude smaller than SDTG. In fact, SDTG could not be
used to generate tests for any thing beyond C7552. On the
other hand wewere ableto use ADTG effectively for all the
benchmark circuits.
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