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Abstract— While numerous prior studies focused on perfor-
mance and energy optimizations for caches, their interactions
have received much less attention. This paper studies this inter-
action and demonstrates how performance and energy optimiza-
tions can affect each other. More importantly, we propose three
optimization schemes that turn off cache lines in a prefetching-
sensitive manner. These schemes treat prefetched cache lines dif-
ferently from the lines brought to the cache in a normal way (i.e.,
through a load operation) in turning off the cache lines. Our
experiments with applications from the SPEC2000 suite indicate
that the proposed approaches save significant leakage energy with
very small degradation on performance.

I. INTRODUCTION

Caches are critical components from both performance and

energy viewpoints, and are being increasingly employed in

mobile and embedded environments. From the performance

angle, they sit on the critical path of execution, and their

hit/miss characteristics usually determine the overall perfor-

mance of an application. From the energy angle, they are

responsible from up to 42% of overall on-chip energy con-

sumption [11]. Therefore, optimizing their performance and

energy characteristics is very important and is expected to be

even more so in the future.

Due to importance of cache memories, they have been ex-

plicit target of many previous optimizations from both perfor-

mance [12, 6] and power angles [3, 8, 7]. While these tech-

niques have been evaluated thoroughly in isolation (from both

performance and power perspectives in many cases), their in-

teraction with each other, when they co-exist together in the

same system, took relatively much less attention in the past.

For example, it is not clear how data/instruction prefetching

would interact with cache line turn-off, used for leakage reduc-

tion. Studying this interaction is critical since many embedded

environments today demand both high-performance and low-

power. Without capturing the power impact of performance

optimizations and performance impact of power optimizations,

one will not be able to perform the necessary tradeoffs in de-

signing and optimizing an embedded system.

This paper has two major goals. First, focusing on a specific

performance optimization (prefetching) and a specific power

optimization (cache line turn-off), it presents energy and per-

formance results, emphasizing on how these two optimizations
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interact with each other from both performance and power an-

gles. Second, it proposes three novel cache line prefetching

techniques that take prefetching employed by the hardware

into account. The proposed approaches exploit the knowl-

edge on prefetched lines by employing a different decay in-

terval (time frame after which the cache line is turned off) for

prefetched lines. In other words, in the proposed strategies,

the prefetched lines and the normal lines (i.e., the lines brought

into the cache through execution of load operations) use differ-

ent thresholds. This in turn minimizes the potential negative

impact of prefetching on energy consumption. In more de-

tail, prefetching brings data/instructions from main memory to

cache before they are actually needed. But, more importantly,

when a cache line is placed into a low-leakage mode (using a

cache line turnoff strategy), prefetching data/instructions into

it forces it to be transitioned to the normal operation mode (ac-

tive mode), thereby affecting leakage behavior as well. Our

goal in this paper is to study these interactions using a set of

benchmarks in a two-level cache hierarchy, and quantify the

potential benefits of exploiting this interaction using different

prefetching-aware cache line turn-off schemes. We present

experimental data – using a simulation environment and the

SPEC2000 benchmarks – that emphasize the importance of

capturing the interactions between performance and energy op-

timizations, and show how the proposed optimization schemes

improve power-performance tradeoff when prefetching and

cache line turnoff co-exist in the same system. The experi-

ments also indicate that the performance overheads caused by

the proposed schemes are very low.

This paper is structured as follows. The next section summa-

rizes the particular prefetching and cache line turnoff schemes

studied in this paper, and explains their interaction qualita-

tively. Section III gives our experimental setup, and Sec-

tion IV presents results from our implementation. In Sec-

tion V, we propose three optimization strategies which treat

the prefetched cache lines differently than those brought into

cache in normal way to save further leakage energy in caches.

We conclude the paper in Section VI with a summary of our

major observations.

II. PRELIMINARIES: PREFETCHING AND CACHE LINE

TURNOFF

There are a number of prefetching techniques in literature.

For example Lai, et al. [10] use trace of memory references

to predict when a block becomes dead, and exploits the ad-



dress correlation to predict which subsequent block to prefetch.

In this study we used a hardware-based technique called the

tagged prefetch [12], which is implemented in several com-

mercial architectures including HP PA7200 [5]. It is based on

one block lookahead, which initiates a prefetch for block b+1

when block b is accessed under two different scenarios. First,

if there is a miss when b is accessed. Second, if b is brought

into cache via prefetching and it is accessed for the first time.

We used this approach in an L1-L2 cache hierarchy for both

data and instruction prefetching.

While prefetching targets at improving performance, the

leakage control mechanisms try to reduce the energy consump-

tion. An important requirement to reduce leakage energy us-

ing either a state-destroying (cache line turnoff) or a state-

preserving leakage control mechanism is the ability to identify

unused resources (cache blocks).1 Kaxiras et al. [8] present a

state-destroying leakage energy reduction technique for cache

memories. This technique, called cache decay, is based on

the idea that a cache block (line) that is not used for a suf-

ficiently long period of time can be considered dead. More

specifically, with each cache block, they associate a small 4-

state FSM (finite state machine). The FSM steps through these

states as long as the cache block is not being accessed. When

the last state is reached, the cache block is turned off. Li et

al. [9] propose several architectural techniques that exploit

data duplication across the different levels of cache hierarchy.

They employ both state-preserving (data-retaining) and state-

destroying leakage control mechanisms for the L2 sub-blocks

when their data also exist in L1. Among their strategies, S-

SP-Lazy (Speculative, State-Preserving, and Lazy) generates

the best leakage energy savings. In this strategy, when a data

is brought from L2 to L1, the corresponding L2 sub-block is

put in a state preserving leakage control mode. In this study,

the cache decay technique and the S-SP-Lazy technique are in-

tegrated to save leakage energy in the L1-L2 cache hierarchy.

Specifically, we use cache decay for L1, but both cache decay

and S-SP-Lazy for L2. The L2 cache is energy-managed at

the sub-block granularity and the sub-block is put into state-

preserving leakage mode immediately after it is brought into

the L1 cache. Further, if the sub-block is not accessed for a

sufficiently long period of time, it is transitioned to the state-

destroying mode. If all the sub-blocks of an L2 block are in

the state-destroying mode, the block is invalidated and subse-

quently becomes a candidate for LRU replacement.

From both performance and leakage energy viewpoints, it

is important to ensure that the prefetched cache lines are used

before being replaced. Therefore, we can divide prefetches

in two groups, namely, useful and non-useful. If a prefetched

cache line is discarded from the cache without being accessed,

this means that it is prefetched unnecessarily. In this paper,

we call this a non-useful prefetching, as opposed to useful

prefetches whose data are used at least once before being dis-

placed from the cache. Non-useful prefetches can cause per-

formance degradation due to keeping the bus busy and poten-

tially introducing extra cache misses. Further, they increase

the both dynamic energy consumption (because of unneces-

sary cache access) and leakage energy consumption (if the

1When there is no confusion, we use the term “cache line turnoff” to cover

for both state-destroying and state-preserving mechanisms.

prefetched block is brought into a cache line which is in the

leakage-saving mode).

A cache line can be in one of the three power modes (states):

active (AC) mode (consuming full leakage power), state pre-

serving (SP) low-power mode (we assume that, in this mode,

the cache line consumes 10% of the leakage energy of active

mode as in [9]), and state destroying (SD) power mode (no

energy consumption at all).

TABLE I

BASE CONFIGURATION.

Processor Core
Functional Units 4 integer and 4 FP ALUs

1 integer multiplier/divider
1 FP multiplier/divider

LSQ Size 64 Instructions
LRU Size 64 Instructions
Fetch/Decode/Issue/Commit Width 4 instructions/cycle
Fetch Queue Size 4 Instructions

Cache and Memory Hierarchy
L1 Instruction/Data Cache 32KB, 32 byte blocks

2-way, 1 cycle latency
L2 Cache 1MB unified, 128 byte blocks

2-way, 10 cycle latency
Data/Instruction TLB 128 entries, full-associative,

30 cycle miss latency
Memory 100 cycle latency

Energy Management
Technology 0.07 micron
Supply Voltage 1.0V
Dynamic Energy per L1 Access 0.186nJ
Leakage Energy per L1 Block/
L2 Sub-block per Active Cycle 0.182pJ
Leakage Energy per L2 Sub-block
per Standby Cycle (state preserving) 0.018pJ
Leakage Energy per L1 block/
L2 Sub-block per Standby Cycle
(state-destroying) 0pJ

III. EXPERIMENTAL SETUP

We used SimpleScalar 3.0 [4] to implement our prefetch-

ing and leakage-saving optimization strategies, and study their

interactions. SimpleScalar is a tool-set to simulate applica-

tion programs on a range of processors and systems using fast

execution-driven simulation. In this work, we used the sim-

outorder component. Table I lists the simulation parameters

used for our base configuration. Note that, embedded systems

are increasingly using multiple issue processors. We used the

70nm technology and energy models from CACTI 3.2 [2] to

get the dynamic energies of accessing L1 and L2 caches. We

define the leakage factor represented with parameter k as fol-

lows: the ratio between the leakage energy per cycle of the

entire L1 cache and the dynamic energy consumed per access.

In our study we assume k=1. (Larger k values reflect the future

designs, and although we only provide results for k=1 due to

lack of space, for larger k values our schemes accomplish more

savings in overall energy.) Further, we assume that the leakage

energy of an L2 sub-block is equal to that of the L1 block. We

used five randomly-selected benchmarks from the SPEC2000

suit [1] in our experiments. Since it takes a long time to sim-

ulate any benchmark from the SPEC2000 suit when it runs to

completion, we fast forwarded the first 300 million instruc-

tions, and then simulated the next 200 million instructions.
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Fig. 1. The normalized energy consumption of optimized codes when k=1.

IV. BASE RESULTS

In the remainder of this paper, we refer to a benchmark opti-

mized by prefetching and leakage control mechanisms as opti-
mized. In this section we give energy and performance results

for optimized codes.

A. Energy Savings

The normalized energy consumption of the optimized codes

with respect to energy consumption of the original codes are

given in Figure 1. In dynamic energy calculations, we con-

servatively assumed that each prefetch attempt (even for the

blocks already in the cache) consumes some dynamic energy,

amount of which is equal to the dynamic energy consumed per

access. In the figure, for each benchmark, the first and the

second group of bars are for the L1 instruction cache, and the

L1 data cache, respectively, whereas the last group of bars is

for the L2 cache. The bars in each group, from left to right,

show the dynamic energy, leakage energy, and overall energy

of the corresponding cache. As can be seen from this figure,

for all benchmarks, the dynamic energy overhead introduced

by the prefetching mechanism and the leakage control mech-

anism together is so small that can be omitted for L1 caches.

This is not the case for the L2 cache though. Our optimiza-

tions increase the dynamic energy of the L2 cache 17.83%,

and 30.07% for 173.applu, and 191.fma3d, respectively. Inter-

estingly, the 175.vpr benchmark benefits, as far as the dynamic

energy consumption in the L1 instruction and L2 caches are

concerned, from the optimizations. The reason of this is that

the prefetching in this benchmark reduces the cache misses

for the caches in question dramatically, thereby lowering the

number of total cache accesses. When we look at the leak-

age results, we see that, for each benchmark there is a con-

siderable saving in all caches. An important observation from

Figure 1 is that the leakage energy consumption dominates the

dynamic energy consumption in the L2 cache even after cache

line turnoff. This can be attributed to the fact that leakage en-

ergy consumption was extremely large for this cache in the

original codes.

B. Execution Cycles

While prefetching potentially increases the performance by

bringing cache blocks early in caches, a leakage control mech-

anism usually degrades performance since there is an over-

head to be incurred when a cache line is transitioned from

the state preserving/state destroying leakage mode to the full

TABLE II

NORMALIZED EXECUTION CYCLES.

172.mgrid 173.applu 191.fma3d 175.vpr 256.bzip2

65.07% 76.08% 118.22% 54.67% 67.83%
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Fig. 2. (a) No prefetching. Full leakage power is consumed during

the period [t3,t6]. (b) S-SP strategy. There is a prefetch at time t4,

and full leakage power is consumed only during the period [t3,t4].

(c) L-SD strategy. Prefetched line is transitioned into SD leakage

control mode at t5 (i.e., after a small decay period after being

prefetched), so consuming full leakage power during the period

[t3,t5]. However, there is no leakage consumption after t5.

power (i.e., active) mode before being accessed. In our exper-

iments, we assumed that it takes one extra cycle to bring up

a cache line into the active mode. Table II shows the execu-

tion cycles for the optimized codes, normalized with respect to

the corresponding execution cycles of the original codes. On

an average, we have 21.62% performance improvement for the

optimized codes.

V. CUSTOMIZING CACHE LINE TURNOFF FOR

PREFETCHED LINES

Until this point in our experimental evaluation, all the cache

lines are treated exactly the same way, whether they have been

brought into the cache through prefetching or through a normal

load operation. In particular, a prefetched cache line is put in

SD power mode if it is not touched during the decay interval.

In this section, we discuss three different optimization strate-

gies that treat the prefetched cache lines differently from the

normal (non-prefetched) cache lines. The first strategy places

the prefetched cache lines into the SP mode immediately after

the prefetching is performed. In the rest of this paper, we refer

to this scheme as the S-SP approach (which stands for Specu-

lative and State Preserving). The second scheme, on the other

hand, employs a new decay period for the prefetched cache

lines to put them into the SD power mode; we call it L-SD

(Lazy and State Destroying). As we will explain shortly, the

decay period for the prefetched cache lines in L-SD is much

shorter than that for the normal cache lines. The last strategy

treats a prefetched cache line based on the characteristics of

the previous prefetch into the same line. We refer to the third

scheme as the P-H (Predictive and Hybrid). It is predictive in



a sense that it tries to figure out whether the prefetching into

the line in question would be useful or not. Furthermore, this

strategy is hybrid as far as deciding the power status of the

prefetched cache line (after prefetching) is concerned, since

the power status of the cache line (after prefetching) can be

either AC or SP (i.e., both are possible).

A. S-SP Scheme

This scheme places the prefetched cache line in the SP leak-

age control mode speculatively, immediately after the prefetch-

ing is complete. In this way, if the cache line is prefetched

unnecessarily (i.e., the cache line would be discarded from the

cache without being accessed at all), the line in question will

be in SP leakage control mode until it is being replaced (or

during the decay period), instead of being in the AC leakage

control mode consuming full leakage power. Also, with this

strategy, some non-useful prefetches are not bad at all in terms

of leakage energy; on the contrary, they may contribute to the

leakage energy savings, which can be explained as follows.

Figure 2(a) shows the lifetime of a typical cache line. At time

t0, a new data is brought into the line in question, and at time

t3 the last access to the data occurs. Suppose that the cache

line has not been accessed during the decay period, it is transi-

tioned to the SD leakage control mode at time t6, so consuming

no leakage power after t6. Figure 2(b) illustrates the cache line

in question when the S-SP strategy is used. Assume that the

data is brought into the cache line at t4 by prefetching, and at

the same time the cache line is transitioned to the SP mode.

Consequently, the cache line will consume full leakage power

only during the period [t3,t4], instead of [t3,t6], and consume

low leakage power during the period [t4,t7], resulting in leak-

age energy saving. If the original data in that cache line is not

referenced later by the program, this prefetch (although it is

not useful in itself) can translate to overall power savings.

The drawback of this strategy is that it puts not only the

non-useful prefetched cache lines in SP leakage control mode

but also the useful prefetched cache lines. So, when the useful

prefetched cache line is accessed, the line needs one extra cycle

to be waken up, causing performance degradation.

B. L-SD Scheme

In this scheme, we define a new decay period for the cache

lines brought into the cache via prefetching. Because of

the principle of locality, it is fair to assume that the useful

prefetched cache lines, in general, would be accessed within

a short period of time after they are brought into the cache.

Therefore, it makes sense to put the prefetched cache line into

SD leakage control mode if it is not accessed within this short

decay period (anticipating that it will not be accessed at all).

To explain this strategy better, let us consider the Figure 2(c).

The cache line is brought into the cache via prefetching at time

t4. If the cache line is not accessed within the period [t4,t5]

(note that t5-t4 is equal to new cache decay period), it is placed

in the SD leakage control mode at time t5. Consequently, the

non-usefully prefetched cache line will consume full leakage

power only from t4 to t5 instead of from t4 to t7 (t7-t4 is equal

to the decay period of the normal cache lines). This results in

reducing overhead of non-useful prefetched cache lines.
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Fig. 3. Cumulative distribution of access interval of prefetched cache

lines. The top and middle graphs correspond to the L1 instruction

and data caches, respectively, and the bottom graph is for the L2

cache. The upper lines in each graph show the access intervals for

the useful prefetched cache lines, while the lower lines indicate the

access intervals for the non-useful prefetched lines.

B.1 Finding the Decay Period for Prefetched Lines

In L-SD scheme it is very important to choose a suitable decay

period for the prefetched cache lines. If we choose a very short

decay period, a usefully-prefetched line may be turned off too

early before it is accessed, resulting in performance and energy

degradation. On the other hand, if the decay period is chosen

too long, a non-useful prefetched cache line will be in the AC

leakage control mode unnecessarily long, increasing the leak-

age energy overhead. To decide a suitable cache decay period

for prefetched cache lines, we conducted a set of experiments,

which we explain below.

The cumulative distribution of the access intervals for the

prefetched L1 instruction, L1 data, and L2 lines are shown in

Figure 3. In all three graphs, the upper lines capture the ac-

cess intervals for the useful prefetched cache lines, whereas

the lower lines depict the access intervals for the non-useful

prefetched cache lines. From this figure, we can make the fol-

lowing observations. First, in general, the useful prefetched

lines in the L1-L2 hierarchy are touched within very short in-

terval after being prefetched. For example, on average, 98.84%

(97.65%) of the useful prefetched L1 instruction (L1 data)

cache lines are touched within a 1K cycles interval after they

are brought in the corresponding cache via prefetching. Fur-

thermore, within an interval of 10K cycles after being brought

into the L2 cache, 97.95% of the useful prefetched cache lines

are touched. These results are compatible with the rule of spa-

tial locality, that is, when an instruction/data is accessed it is

very likely that the neighboring instruction/data will be ac-

cessed within a short period of time. Second, the non-useful

prefetched lines spend considerable amount of time before be-

ing discarded from the cache.

Based on these two observations, one can reduce the decay
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prefetches into non-useful after non-useful and non-useful after

useful cases.

interval of prefetched cache lines to cut down the leakage en-

ergy overhead of the non-useful prefetched cache lines, with

negligible degradation in performance, by allowing them to

spend less time in the AC leakage control mode. For the rest

of our experimental analysis, we selected the decay period of

the prefetched cache lines as 1K cycles for the L1 instruction

and data caches, and 10K cycles for the L2 cache.

C. P-H Scheme

Before going on to the details of this strategy, let us ex-

plain some experimental results consolidating the idea behind

it. First, we tried to categorize the useful/non-useful prefetches

based upon the previous prefetch into the corresponding cache

line. If the prefetch is useful after a useful prefetch into the

same line, we call it useful after useful. Similar definitions

can be made for useful after non-useful, non-useful after non-
useful, and non-useful after useful prefetches.

Figure 4 shows the breakdown of the useful/non-useful

prefetches into categories. For each benchmark, there are three

groups of bars; the first and second correspond to the L1 in-

struction and data caches, respectively, while the third one cor-

responds to the L2 unified cache. As can be seen from the

figure, for all caches, if the prefetch is useful, the next prefetch

into the same line will more likely be useful. Furthermore, ex-

cept for L2 cache with the 173.applu and 175.vpr benchmarks,

if the data is brought into a line via prefetching and replaced

before being accessed, the next data brought into the same line

via prefetching will likely be discarded before being accessed.

Second, we tried to see to what extent we can predict the time

when the prefetched data will be accessed by just looking at the

access interval of the previous data brought into the same line

via prefetching. What we mean by “access interval” is the dif-

ference between the time when the data is brought into cache

via prefetching and the time when the data is actually accessed.

Figure 5 shows the cumulative distribution of differences be-

tween the access intervals of two consecutive useful prefetches

into the same lines. We can observe that, for all caches in our

architecture, the access interval of a prefetched cache line can

be predicted quite accurately within a range based on the ac-

cess interval of the previous prefetch into the same line. For

each prefetched line, the P-H strategy checks whether the pre-

vious prefetch into the same line was useful. If the previous

prefetch was non-useful, the line is placed in SP leakage mode

(as in the S-SP scheme) in case the current prefetch would be

useful. Otherwise, the prefetch is assumed to be useful and

its leakage mode is determined by considering the behavior of

the previous useful prefetch into the same line. If the access
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Fig. 5. Cumulative distribution of the differences between the access

intervals of the two successive useful prefetches into the same cache

line. The top and middle graphs are for the L1 instruction and data

caches, and the lower graph is for the L2 cache.

interval of the previous prefetch is smaller than a threshold
value, the prefetched data is assumed to be accessed within

very short interval after the prefetching is complete; so, it is

placed in the AC leakage mode so that it will be ready when it

is needed (as the threshold value, we used 200 cycles for both

the L1 instruction and data caches, and 2000 cycles for the L2

cache). If this is not the case, the prefetched line is placed in

SP leakage mode for a period, which is smaller than the ac-

cess interval of the previous prefetched data into the same line

by the threshold. Tuning the value of this threshold parameter

is critical since it affects both power and performance. After

the interval, if the line is still in the SP mode (i.e., the line is

not accessed within the interval), it is placed into the AC leak-

age mode so that it would be ready when it is required. If the

prefetched line is not accessed during the decay period used

for the prefetched lines after it is prefetched (regardless of the

outcome of the previous prefetch), it is placed into SD leakage

mode as in the L-SD scheme to save further leakage energy. In

our experiments, as the decay period for the prefetched cache

lines, we adopted the same values we used in the L-SD strat-

egy, i.e., 1K/10K cycles for L1/L2 caches.

D. Leakage Energy Savings

In this section, we first give the results regarding the leak-

age energy overhead caused by non-useful prefetches and the

maximum leakage savings when an oracle predictor is used,

and then give the leakage energy savings achieved through

the L-SD, S-SP, and P-H schemes described above. For max-

imum leakage savings, we assume that we have an oracle

that can predict precisely whether a prefetch is useful or not.

The percentage of leakage overheads introduced by non-useful

prefetches and the leakage savings achieved via the oracle in

the L1-L2 cache hierarchy for the optimized codes are shown

in Figure 6. For each benchmark, the first, second, and third

groups of bars correspond to the L1 instruction cache, L1 data

cache, and L2 cache, respectively. In each group, the first bar

illustrates the overhead incurred by non-useful prefetches, the

second bar depicts the leakage saving obtained using the or-

acle. One can see that, for any benchmark, in general, the
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Fig. 6. Leakage energy overheads due to non-useful prefetches and

the leakage savings by the oracle.
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Fig. 7. Leakage energy savings with the L-SD, S-SP, and P-H

schemes.

leakage energy saving for any component is larger than the

overhead introduced by the non-useful prefetches. Moreover,

the 191.fma3d benchmark has 23.70% leakage overhead and

saving in the L1 data cache, the largest percentage of leakage

overhead and saving in any component in the L1-L2 cache hi-

erarchy among all our benchmark codes. On the other hand,

the same benchmark does not incur any overhead in the L2

cache since all its prefetches into L2 are useful.

Figure 7 shows the leakage energy savings in the L1-L2

cache hierarchy when the L-SD, S-SP, and P-H schemes are

applied. All the savings are given as percentages with respect

to the leakage energy consumption of the optimized codes (i.e.,

the codes optimized by prefetching and leakage control mech-

anisms). For each benchmark, there are three groups of bars,

where the first and second groups are for the leakage savings

in the L1 instruction and L1 data caches, and the third group is

for the leakage savings in the unified L2 cache. In each group,

the first bar shows the leakage energy saving when the L-SD

scheme is used, whereas the second and third bars indicate

the leakage energy savings with the S-SP and P-H schemes,

respectively. From this figure, we can make the following

observations. First, the S-SP scheme outperforms the L-SD

scheme in both the L1 instruction and L1 data cache leakage

energy savings. This is due to fact that S-SP scheme puts the

prefetched cache lines in SP leakage control mode immedi-

ately after the prefetch operation is complete, and these L1

lines spend at most 10K cycles (not a long duration at all) be-

fore being turned off. On the other hand, the L-SD scheme

waits for 1K cycles to put the prefetched lines in the L1 caches

in the SD mode, resulting in more leakage energy consump-

tion. Second, as opposed to the case with the L1 caches, in gen-

eral, the L-SD scheme does a better job than the S-SP scheme

in saving the L2 leakage energy. This can be attributed to the

fact that the L-SD scheme transitions the prefetched cache line

to the SD leakage control mode in a relatively short period of

time (10K cycles) after the prefetch is complete, thereby result-

ing in considerable leakage saving. On the other hand, with the

S-SP scheme, a prefetched cache line may spend quite a long

time (about 1M cycle) in the SP leakage control mode if it is

not accessed. This makes the S-SP scheme less efficient than

the L-SD scheme as far as the savings in L2 are concerned.

As shown in the figure, the behavior of the L-SD scheme in

L2 energy saving is better than that of the S-SP scheme for all

the benchmarks except 191.fma3d. The different behavior ob-

served with this benchmark is due to the fact that there is no

non-useful prefetches in L2 for this benchmark; so, the L-SD

scheme can not take advantage of them. Our next observa-

tion is that, the P-H scheme outperforms the L-SD scheme in

leakage savings for all caches in the hierarchy. Fourth, the per-

formance of the L-SD scheme depends on the number of the

non-useful prefetches. If the number of non-useful prefetches

are low as in the 191.fma3d benchmark with the L2 cache, its

performance will be very poor. However, this is not the case

for the P-H scheme since it may place the usefully-prefetched

cache lines into the SP leakage power mode. Due to space

limitation we are not giving the performance details here. The

average performance overhead is around 1% for each scheme,

and their performance ranking is S-SP, P-H, and L-SD.

VI. CONCLUSIONS

This paper makes two important contributions. First, it

presents a detailed quantification of the power-performance in-

teractions between prefetching and cache line turnoff. Second,

based on this quantification, it proposes and evaluates three

different cache line turn off schemes that treat prefetched lines

differently from the lines brought into the cache through a nor-

mal load operation.
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